Tigers and their prey: Predicting carnivore densities from prey abundance
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The goal of ecology is to understand interactions that determine the distribution and abundance of organisms. In principle, ecologists should be able to identify a small number of limiting resources for a species of interest, estimate densities of these resources at different locations across the landscape, and then use these estimates to predict the density of the focal species at these locations. In practice, however, development of functional relationships between abundances of species and their resources has proven extremely difficult, and examples of such predictive ability are very rare. Ecological studies of prey requirements of tigers Panthera tigris led us to develop a simple mechanistic model for predicting tiger density as a function of prey density. We tested our model using data from a landscape-scale long-term (1995–2003) field study that estimated tiger and prey densities in 11 ecologically diverse sites across India. We used field techniques and analytical methods that specifically addressed sampling and detectability, two issues that frequently present problems in macroecological studies of animal populations. Estimated densities of ungulate prey ranged between 5.3 and 63.8 animals per km². Estimated tiger densities (3.2–16.8 tigers per 100 km²) were reasonably consistent with model predictions. The results provide evidence of a functional relationship between abundances of large carnivores and their prey under a wide range of ecological conditions. In addition to generating important insights into carnivore ecology and conservation, the study provides a potentially useful model for the rigorous conduct of macroecological science.

Materials and Methods

Model Development. Generally, carnivores (order Carnivora) appear to be limited by food resources (8, 16), with species in the family Felidae being obligate meat eaters. Tigers are the largest of the felids and prey almost exclusively on large ungulates (17, 18). They are socially dominant over other sympatric carnivores (18, 19). Consequently, tiger densities in protected habitats are likely to be mediated chiefly by prey abundance rather than interspecific social dominance and competitive exclusion. Therefore, we proposed a mechanistic model that predicts tiger density as a function of prey density.

Based on earlier field studies of large carnivore guilds (17, 18, 20), we hypothesized that predators annually removed ~15% of all available prey, with tigers cropping ~10% and other sympatric predators such as leopards Panthera pardus and/or dholes Cuon alpinus exploiting the remaining 5%. The body masses of individual ungulates killed by tigers (20–1,000 kg) and the proportion of the kill actually consumed are both highly variable factors (18). Therefore, we represented prey availability in terms of ungulate numbers rather than biomass (21) in our model. We applied the average kill rate of 50 ungulates/tigers per year consistently observed in field studies of tigers (18, 21). Thus, we...
predicted tiger density, $T_j$, at location $j$, based on prey density, $U_j$, according to the following expression:

$$T_j = \frac{0.10}{50} U_j \delta_j$$

where $\delta_j$ is a mean one random variable.

The above model of the functional relationship between prey density and tiger density could potentially be tested by manipulating prey density at multiple locations to look for the predicted response in tiger density. However, because manipulative experiments on populations of these rare endangered animals was neither possible nor desirable, we tested our model by estimating population densities of both tigers and prey in a field study that covered a total area of 3,024 km$^2$ in 11 ecologically diverse landscapes across India. Our study sites represented a wide range of ecological variations in terms of both abundance and composition of the prey assemblages.

**Estimation of Prey Abundance.** Ungulate prey species were visible during the day and could be directly counted by investigators. However, investigators could not detect all animals present in the surveyed areas during field counts because of dense cover and other factors. Thus the estimation of prey density required the estimation of detection probability (9–11). Therefore, prey densities were estimated by using line transect surveys in conjunction with distance sampling methods (22). Investigators walked along forest trails established to representively sample the surveyed areas. Visual detections of ungulates were followed by counts of group (cluster) size and measurements of sighting distances and sighting angles (22, 23) to obtain perpendicular distances of sighted animals from the transect line. The animal counts and associated distance data were later used to model visual detection probabilities as a decreasing function of distance from the transect line. This modeling and the subsequent estimation of prey densities and their variances were accomplished by using the estimation algorithms implemented in computer software DISTANCE (24). Generally, models of detectability based on the half-normal key function with one or no adjustment terms adequately fitted data from most prey species–habitat combinations, with the hazard rate or uniform–cosine key function fitting data adequately in the remaining cases (22–24).

**Estimation of Tiger Densities.** Tigers were photographed by using surveys deploying automatic camera traps activated by animal movement (25, 26). Because tigers can be individually identified from their stripe patterns, it is possible to photographically “capture” and “recapture” them on one or more sampling occasions. Resulting data can be summarized as capture histories, vectors of 1s and 0s reflecting whether each individual tiger was captured (1) or not (0) on each sampling occasion. These data are then used in conjunction with capture–recapture models developed for closed animal populations (11, 27) to estimate tiger abundance (25, 26, 28). Specifically, we used program CAPTURE (29) to compute test statistics for the hypothesis of a closed population and model selection statistics based on a discriminant function developed from extensive simulations and to derive estimates of capture probability ($p$) and tiger abundance ($N$) at each site using various possible models and associated estimators. Because of our interest in comparing tiger density estimates across sites, we preferred a single model and estimator for use on data from all sites.

Tiger density was then estimated by dividing the estimated population size ($N$) by the estimated area sampled by the camera traps. The area was estimated by first computing the area ($A$) of the polygon connecting the outermost traps. Then, half the mean maximum distances moved by individual tigers between photo-captures at each site was used to estimate the width of a buffer strip ($w$) that was added to the polygon area to estimate $\hat{A}(w)$, the area effectively sampled by camera traps (25, 28, 30). Density was then estimated as:

$$\hat{D} = \frac{N}{\hat{A}(w)}$$

**Modeling the Relation Between Tiger and Prey Numbers.** We supposed that the natural logarithms of prey density and tiger density have a bivariate normal distribution. This model induces a regression relation

$$E \left( \log(T_j) \mid \log(U_j) \right) = a + b \log(U_j),$$

with the regression coefficients determined by the parameters of the bivariate normal distribution, as follows:

$$b = \frac{\sigma_T}{\sigma_U},$$

where $\sigma_T$ and $\sigma_U$ are the standard deviations corresponding to tiger and prey densities, respectively; $\rho$ is the correlation coefficient; and

$$a = \mu_T - b \mu_U,$$

where $\mu_T$ and $\mu_U$ are the means corresponding to tiger and prey, respectively. It follows that, conditional on $U_j$,

$$T_j = A \mu_j^2 \delta_j,$$

where $\delta_j$ is a mean one random variable and

$$A = \exp \left( a + (1 - \rho^2) \frac{\sigma_j^2}{2} \right).$$

Thus the model corresponds to our a priori prediction of the relation between tiger and prey density, with $A = 0.002$ and $b = 1$. Because we express tiger density as animals per 100 km$^2$ and prey density as animals per km$^2$, we actually predict $A = 0.2$.

We fitted this model by means of a hierarchical Bayesian analysis (31–33) based on estimates $\hat{T}_j$ and $\hat{U}_j$ and their estimated standard errors $\hat{S}_{T_j}$ and $\hat{S}_{U_j}$. We treated the density estimates as normally distributed and unbiased. In a preliminary analysis, we treated the estimated standard errors as though they were true values, known without error. Subsequently, we investigated the effect of uncertainty in the estimated standard errors by supposing that the sampling distributions of the ratios

$$\frac{S_{T_j}^2}{\hat{S}_{T_j}} \text{ and } \frac{S_{U_j}^2}{\hat{S}_{U_j}}$$

could be approximated by the distribution of a $\chi^2$ random variable divided by its degrees of freedom ($df$). Jackknife analyses of the raw data suggested the use of $df = 20$ as a reasonable representation of the uncertainty in these estimates, specifying that there is an 80% chance that the estimated standard error is within 20% of the true value and a 95% chance that it is within 30% of the true value.

We used flat normal priors for the means $\mu_T$ and $\mu_U$ and a uniform prior on $[1, 1]$ for $\rho$. Posterior distributions of parameters of interest were sampled by Markov chain Monte Carlo, implemented by using the program WINBUGS (34). Code and output are available at www.mbr-pwrc.usgs.gov/pubanalysis.

These analyses were based on data from 9 of the 11 surveyed sites, because there were a priori reasons (25) for our expectation that the other two sites would not conform to the model relationship. At Pench-MP, intensive poaching just before our survey was suspected to have depressed tiger densities below levels that could have been supported by the prey base. At
Kaziranga, large predators other than tigers were virtually absent, leading to the expectation that tigers take a larger proportion of prey at that location and likely achieve higher densities relative to prey density there than at the other study sites.

Results

Prey Abundance. The composition of the ungulate prey assemblage varied among our study sites. The principal ungulate prey of tigers were: wild pig, Sus scrofa (11 sites); sambar, Cervus unicolor (10 sites); axis deer, Axis axis (nine sites); gaur, Bos gaurus (seven sites); muntjac, Muntiacus muntjak; and four-horned antelope, Tetracerus quadricornis (six sites each); nilgai, Boselaphus tragocamelus (five sites); barasingha, Cervus duvaceli; and chinkara, Gazella bennetti (two sites each); wild buffalo, Bubalus bubalis; and hog deer, Axis porcinus (one site each).

The sampling effort involved walking a total distance of 6,820 km at 11 sites, resulting in detections of a total of 8,061 clusters of prey species. The estimated average probabilities for visual detection of prey in the sampled strip varied greatly among species and sites, ranging between 0.2 and 0.8, clearly showing the need for an estimation method such as distance sampling that could model and estimate these variations.

The estimates of combined wild ungulate densities at different sites ranged between 5.3 and 63.8 animals per km² (Table 1). The study areas in Kanha, Nagarahole, Pench-MP, Ranthambore, and Kaziranga had prior histories of effective protection from adverse human impacts such as livestock grazing and hunting. Although these sites varied ecologically, they supported comparable ungulate densities, which were substantially higher (56.1–63.8 ungulates per km²) than at other sites. The prey densities at Panna (30.9 ungulates per km²) and Bandipur (35.2 ungulates per km²) appeared to be lower because of less effective protection mechanisms. Ungulate densities at comparably productive sites at Bhadra (16.8 ungulates per km²), Tadoba (13.1 ungulates per km²), Pench-MR (16.2 ungulates per km²), and Melghat (5.3 ungulates per km²) appeared to be well below their potential capacity, because of adverse anthropogenic impacts from several villages located within these reserves. Thus, a combination of both natural and anthropogenic factors produced a >10-fold difference in densities of wild ungulates across the 11 sites, providing a range of ecological conditions under which our model could be tested.

Tiger Population Size and Density. We invested a total effort of 8,677 camera trap-days at 11 sites, photo-capturing 167 individual tigers. We could clearly identify individual tigers from their photographs based on differences in the shape and arrangement of stripes on their flanks, limbs, and faces (Fig. 1). The number of individual tigers photo-captured (denoted as \( M_{i+1} \)) varied from a minimum of five tigers in Pench-MP to a maximum of 26 in Kanha. The effectively sampled areas at each site were estimated based on distances between multiple captures of the same individuals, as described in Materials and Methods. The camera trapping data are reported in Table 2.

We constructed capture histories for individual tigers photographed at each site and analyzed these histories using the program CAPTURE (25–29). Closure test statistics provided little evidence that these tiger populations violated the assumption of closure during our surveys. Among the eight possible models of the underlying capture-recapture process likely to have gener-
Table 2. Estimates of tiger densities derived from photographic capture–recapture sampling at 11 study locations in India

<table>
<thead>
<tr>
<th>Location</th>
<th>C (trap-days)</th>
<th>$\hat{A}(\hat{w})$, km$^2$</th>
<th>$M_{t+1}$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{N}(\hat{S}\hat{E}(\hat{N}))$, tigers per 100 km$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tadoba</td>
<td>706</td>
<td>367</td>
<td>10</td>
<td>0.174</td>
<td>12 (1.97)</td>
</tr>
<tr>
<td>Bhadra</td>
<td>587</td>
<td>263</td>
<td>7</td>
<td>0.220</td>
<td>9 (1.93)</td>
</tr>
<tr>
<td>Pench-MP</td>
<td>788</td>
<td>122</td>
<td>5</td>
<td>0.220</td>
<td>6 (1.41)</td>
</tr>
<tr>
<td>Melghat</td>
<td>896</td>
<td>360</td>
<td>15</td>
<td>0.058</td>
<td>24 (6.09)</td>
</tr>
<tr>
<td>Panna</td>
<td>914</td>
<td>418</td>
<td>11</td>
<td>0.039</td>
<td>29 (9.65)</td>
</tr>
<tr>
<td>Pench-MR</td>
<td>715</td>
<td>274</td>
<td>14</td>
<td>0.108</td>
<td>20 (4.41)</td>
</tr>
<tr>
<td>Ranthambore</td>
<td>840</td>
<td>244</td>
<td>16</td>
<td>0.115</td>
<td>28 (7.29)</td>
</tr>
<tr>
<td>Kanha</td>
<td>803</td>
<td>282</td>
<td>26</td>
<td>0.180</td>
<td>33 (4.69)</td>
</tr>
<tr>
<td>Nagarohole</td>
<td>938</td>
<td>243</td>
<td>25</td>
<td>0.120</td>
<td>29 (3.77)</td>
</tr>
<tr>
<td>Bandipur</td>
<td>946</td>
<td>284</td>
<td>16</td>
<td>0.055</td>
<td>34 (9.9)</td>
</tr>
<tr>
<td>Kaziranga</td>
<td>544</td>
<td>167</td>
<td>22</td>
<td>0.190</td>
<td>28 (4.51)</td>
</tr>
</tbody>
</table>

The count statistics and parameter estimates reported are as follows: sampling effort (C), estimated area sampled [$\hat{A}(\hat{w})$, number of photo-captured tigers ($M_{t+1}$), average estimated capture probability per sample ($\hat{\rho}$), estimated tiger population size $\hat{N}(\hat{S}\hat{E}(\hat{N}))$, and density $\hat{D}(\hat{S}\hat{E}(\hat{D}))$).

The evidence, although suggestive that $b < 1$, is not conclusive against our prediction. We thus fitted a reduced model with $b = 1$; this was accomplished by retaining the uniform prior on $\rho$ and flat inverse $\gamma$ prior on $\sigma^2_T$ and calculating $\sigma^2_T = \rho \sigma^2_T$. Under this reduced model, the posterior mean for $A$ was 0.247, with 95% credible interval (0.38–0.86), and the posterior credible interval for $b$ was 0.514, with 95% credible interval (0.001, 1.009). The point estimates of densities ($\hat{U}_j$, $\hat{T}_j$) are plotted with 75% confidence ellipses and connected to posterior mean values of the pairs ($\hat{U}_j$, $\hat{T}_j$).

The evidence, although suggestive that $b < 1$, is not conclusive against our prediction. We thus fitted a reduced model with $b = 1$; this was accomplished by retaining the uniform prior on $\rho$ and flat inverse $\gamma$ prior on $\sigma^2_T$ and calculating $\sigma^2_T = \rho \sigma^2_T$. Under this reduced model, the posterior mean for $A$ was 0.247, with 95% credible interval (0.181, 0.336), a result entirely consistent with our prediction. Fig. 2A displays the mean prediction and 95% prediction intervals for tiger density and prey density based on this latter analysis. Point estimates ($\hat{U}_j$, $\hat{T}_j$) are plotted with 75% confidence ellipses and connected to posterior mean values of the pairs ($\hat{U}_j$, $\hat{T}_j$). Two data points omitted from analysis are indicated by confidence ellipses using dashed lines.
the density estimates for one of these sites, Pench-MP, fall outside the 95% prediction intervals of Fig. 2B. Estimates from one other site, Melghat, also fall outside the prediction interval of Fig. 2B. Although we made no a priori prediction of unusually high tiger density at Melghat, we speculate that this may be partially explained by the presence of large numbers of alternate prey in the form of livestock at this site.

Discussion

In general, the ability of our model to predict tiger densities from prey abundance was good. We consider our simple macroecological hypothesis to have been generally corroborated by these data, although there is some uncertainty associated with the exact form of the relationship (Fig. 2), as well as some additional variation in tiger densities beyond that explained by our model. As noted in the Introduction, we believe that two aspects of our study distinguish it from other types of macroecological analyses, and that these aspects merit brief discussion. First, we developed our predictions a priori based on simple mechanistic modeling (35) combined with empirical work on the focal species of interest. Despite the straightforward simplicity of identifying potential limiting factors and using these to predict abundance of a focal species, successful applications of this approach are rare in macroecological studies. Much of current macroecological work is not focused on potential limiting factors but instead attempts to take advantage of various landscape-level covariates available to the analyst.

The second characteristic distinguishing this work from many other macroecological studies involves the estimation of animal density. Such estimation is a nontrivial task on which statisticians and population biologists have expended substantial effort developing appropriate methods (9–11, 22, 24, 27, 29, 30, 36). As noted, many macroecological studies are based on indices, count statistics thought to be related to abundance or density through a proportionality constant that holds over space, time, and species (9–11, 36). Whenever the assumed relationship does not hold, that is, whenever the average fraction of animals counted is not a constant over time, space, and species, inferences about variation in abundance are confounded by potential variation in sampling and detection probabilities. We estimated the animal population parameters of interest using methods that are specifically tailored to deal with variation in detection probabilities associated with our count statistics (9–11, 22, 27).

A recent discussion (3) of important unanswered questions in ecology emphasized the small spatial scale at which much serious ecological research is conducted. Although our large spatial scale approach required substantial field effort, it resulted in robust density estimates of multiple species of mammals at 11 locations throughout India. This study demonstrates the potential for carrying out ecological studies at landscape scales with a degree of rigor that usually characterizes only studies of small organisms conducted at small spatial scales. We hope that greater attention directed at developing models and associated predictions and at estimating relevant quantities with which to confront these predictions will permit more rapid advances in ecology.

From a conservation perspective, our study supports the hypothesis that prey density is a key determinant of large felid abundance (20, 25, 26). Although Bhadra, Tadoba, Melghat, and Pench-MR are ecologically similar to some of the high-tiger-density sites, during historical times, tiger densities at these sites appear to have readjusted downwards in response to human-induced depression of prey densities. Our results are consistent with the hypothesis that declines of wild tiger populations are primarily a consequence of prey depletion driven by adverse human impacts (21). Therefore, reducing these impacts through appropriate management interventions should be a central concern of conservationists.
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