Stochastic simulation of the mammalian circadian clock

Daniel B. Forger*† and Charles S. Peskin‡§

*Department of Biology, ‡Courant Institute of Mathematical Sciences, and §Center for Neural Science, New York University, New York, NY 10012

Contributed by Charles S. Peskin, November 14, 2004

Circadian (nearly 24-h) clocks are remarkably accurate at timing biological events despite the randomness of their biochemical reactions. Here we examine the causes of their immunity to molecular noise in the context of a detailed stochastic mathematical model of the mammalian circadian clock. This stochastic model is a direct generalization of the deterministic mammalian circadian clock model previously developed. A feature of that model is that it completely specifies all molecular reactions, leaving no ambiguity in the formulation of a stochastic version of the model. With parameters based on experimental data concerning clock protein concentrations within a cell, we find accurate circadian rhythms in our model only when promoter interaction occurs on the time scale of seconds. As the model is scaled up by proportionally increasing the numbers of molecules of all species and the reaction rates with the promoter, the observed variability scales as $1/n^p$, where $n$ is the number of molecules of any species. Our results show that gene duplication increases robustness by providing more promoters with which the transcription factors of the model can interact. Although PER2 mutants were not rhythmic in the deterministic version of this model, they are rhythmic in the stochastic version.
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The unicellular organism’s timing of daily (circadian) biological events like luminescence (1) and O$_2$ consumption (2) can be attributed to an intracellular clock consisting of oscillating protein feedback loops. Higher organisms can time sleep, hormone release, and other biological processes by means of a population of cells, each of which seems to contain a biochemical clock similar in basic design to that found in unicellular organisms (3). Isolated cellular circadian clocks can time events with an error of less than $\pm$10% of the 24-h circadian day (2, 4) and might be able to time events with an error of $<1\%$ of the circadian day (1). Because chemical reactions in cells involve finite (and often low) numbers of molecules (5), individual molecular interactions can be important. One cause of circadian mistiming is molecular noise (the fact that interactions between individual molecules are stochastic). The accuracy of circadian clocks can be essential for survival, and there is likely a strong evolutionary selection to overcome molecular noise.

This article is concerned with the mechanisms by which biochemical circadian clocks maintain high accuracy with low numbers of molecules despite the stochasticity of individual molecular interactions (molecular noise). Much recent attention has focused on model predictions of the accuracy of circadian rhythms in the presence of molecular noise, and the predictions of these models have been somewhat conflicting (6, 7). Although there is a widely accepted scheme for stochastic simulation of molecular processes, the Gillespie method (8), circadian clock models often are not detailed enough to describe individual molecular interactions. Instead, several reaction steps are typically summarized by Michaelis–Menten kinetics or by terms that involve Hill coefficients, and there is ambiguity in formulating a stochastic version of such reaction schemes, particularly because certain reaction rates required in the stochastic simulation are not specified in the corresponding deterministic models (9). In addition, there have not been experimental data on the numbers of molecules of key clock proteins.

Previously, we developed a detailed model of the circadian clock within the mammalian pacemaker (suprachiasmatic nucleus) that is based on individual molecular reactions (11). This model accounts for many more biochemical species than other models and has features (transcription, translation, protein feedback, dimerization, and the sequestration of proteins, i.e., localization) that appear to be used in the circadian clocks of many organisms. Mammalian data, which we use to estimate the number of molecules of key chemical species of our model in the cell, are now available. This model and these data put us in a unique situation to study the effects of molecular noise on circadian clocks and to study the first stochastic mammalian circadian clock model. In particular, we are interested in (i) predictions on the accuracy of the clock within individual cells, (ii) the differences in behavior between our deterministic and stochastic models, and (iii) what design principles contribute to immunity to molecular noise.

Simulation Methods

Our mammalian model consists of five key proteins, PER1, PER2, CRY1, CRY2, and CK1. CK1 phosphorylates PER1 and PER2 to regulate their nuclear entry and stability. CRY1 or CRY2 are transported by PER1 and PER2 into the nucleus of the cell, where they can bind to the control regions of the PER1, PER2, CRY1, and CRY2 genes to affect transcription. Rev-erbα is not included, because we previously found that its effect is negligible (10). Thus, our model consists of a biochemical feedback loop where PER1, PER2, CRY1, and CRY2 oscillate with an $\approx$24-h period. A more detailed description of the model can be found in refs. 10 and 11. In particular, a complete list of reactions and parameters, suitable for a Gillespie simulation, can be found in ref. 11.

Stochastic simulations of our model used the Gillespie method (8), but in an efficient way. Because the number of reaction classes (a reaction that can occur in essentially the same way in many different molecular species; see ref. 9) in our model is much less than the total number of individual reactions, we first determined in which reaction class the next individual reaction would be, and then we chose randomly which specific reaction within that class would occur. On one hand, this method could increase computation cost, because it requires the generation of two random numbers (rather than one in the original Gillespie method) to choose which reaction occurs (one random number is needed to determine the reaction class, and another is needed to distinguish between reactions in this class). On the other hand, this method causes fewer comparisons to be made when determining which reaction will occur (whole classes of reactions can be ruled out with a single comparison), and fewer summations once the reactions occur (we only need to re-sum the rates in reaction classes that were changed). An informal comparison of
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this method and the original Gillespie method showed a significant decrease in computation time. Our method is similar to that of Gibson and Bruck (12), which is somewhat harder to implement but may be more computationally efficient.

Because many circadian gene mutations show semidominant behavior (13), we report simulations where both copies of each gene are active, unless otherwise stated.

Our deterministic model already simulated correctly the relative values of the maximum and minimum concentrations of the rhythms of key proteins in the circadian clock in liver cells (relative to the peak of the CRY1 rhythm) found by Lee et al. (14). From the number of cells used in these studies, one can estimate that there are ≈5,000 molecules of CRY1 at its rhythm peak (Chogoon Lee and David Weaver, personal communication). It is important to note that CRY1 is the most prevalent protein in the clock, and many other protein species exist in much smaller numbers. To convert from a deterministic model (which describes concentrations) to a stochastic model (which describes numbers of molecules), we needed to know the volume of a cell. This volume was chosen so that there are ≈5,000 molecules of CRY1 at its rhythm peak. We adjusted this volume when we wanted to study the effect of the overall number of molecules on the variability of the circadian clock.

Initial Simulations and a Reassessment of the Promoter Binding/Unbinding Rates

In our initial stochastic simulations, we found rhythms that varied greatly in amplitude and period from cycle to cycle (Fig. 1 Top, blue curve). In searching for a cause of this irregularity, we found that the average time between the activations of each PER gene was ≈39 h. Indeed, although there can be hundreds or thousands of molecules of each of the other molecular species, there are typically only a few copies of any particular gene. Therefore, compensatory mechanisms are particularly needed to reduce the molecular noise associated with transcription. In our model, a molecule of either of the repressors CRY1 or CRY2 is typically bound to any of the five possible binding sites (specifically E-boxes with CLK:BMAL1) on the PER genes. For transcription to occur, there must be no bound repressor to any of the sites, and this is a somewhat rare event. Our deterministic model did not reveal this because, being macroscopic, it could only consider the average behavior of an ensemble of identical promoters. Thus, although the average activation of many promoters oscillates with a 24-h time scale, each individual promoter may be turned on less frequently. Although the resulting irregular rhythms could become more regular when many cells are coupled, we here consider a mechanism that can reduce this irregularity within an isolated cell.

When we increased the promoter binding and unbinding rates by a factor of 100 in comparison to those used above, the average time between activations of a typical PER gene was reduced from 39 h to 1.22 h. This increase gave much more robust oscillations (Fig. 1 Top, black curve). Rapid promoter interactions have been seen experimentally (15, 16) and are also assumed in most circadian clock models through Hill terms (17). Changing these parameters made almost no difference in the behavior of our deterministic model (Fig. 1 Middle). The stochastic model with increased promoter binding and unbinding showed relatively good agreement with the deterministic model (Fig. 1 Bottom). From now on, we will use these faster promoter binding/unbinding rates.

It is remarkable that events involving the promoter must occur on such a fast time scale to achieve robust rhythms on a 24-h time scale. Although no data are available on the binding rates of circadian transcription factors, other genes are turned on or off on the time scale of minutes or faster (15, 16). This short time scale is not at all unreasonable for promoter binding, especially because transcription factors can be localized to the nucleus of the cell or possibly even to subnuclear compartments directly surrounding a promoter, which allows for rapid binding by increasing the effective concentration. Recent experimental and theoretical work demonstrated that rapid interactions with a promoter can greatly reduce stochasticity in eukaryotic genetic networks (18–20). Rapid interaction might also be facilitated by CLK:BMAL1 or by other transcription factors that have a high binding affinity (21–23). The unbinding of protein from promoters often occurs on a much faster time scale than the binding of protein to promoters (16). Bacteria may not be as efficient in sequestering molecules as eukaryotes and therefore might be able to generate only noisy rhythms. This fact may partially explain why many bacteria (although not all; see ref. 3) do not contain circadian clocks (24).

The Stochastic Treatment Can Approach the Deterministic Treatment in a Characteristic Way

Next, we explored in what limits the stochastic treatment of our model would converge to its deterministic treatment. By increasing the cell volume while keeping concentrations the same, we created a situation in which more molecules would be present and more reactions would occur. One might then expect the stochastic treatment to approach the deterministic treatment, but this is not the case, for the following reason: There is a fixed number of copies of a particular gene within a cell (typically two), and this number will not increase with increasing cell volume. The fixed number of copies of a particular gene will result in residual stochasticity that cannot be diminished by increasing the cell volume. To see this, imagine the limit of large volume, where all reactions can be modeled deterministically except those involving the promoter. When a binding site on the promoter is unoccupied, there still will be a random time for one reaction to occur.
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![Fig. 1](www.pnas.org/cgi/doi/10.1073/pnas.0408465102)
be stochastic, these events will occur on such a fast time scale that
the randomness of the individual events will average out and will
not affect the slower time scale of the circadian rhythm. Thus, by
both increasing cell volume and promoter binding–unbinding rates,
the overall stochasticity of the model can be reduced to
arbitrarily small levels.

The actual stochasticity of the model is difficult to calculate
analytically because of its many nonlinear interactions and
feedback; however, we can estimate how the stochasticity
diminishes with increasing cell volume and promoter binding/
unbinding rates over a small time interval. Choose some time
interval that is small enough that we can consider all reaction
rates, with the exception of those involving the promoter binding
and unbinding, as effectively constant. Next choose any reaction
besides binding and unbinding to the promoter. Over this time
interval, the number of times this reaction will occur, with the
Gillespie method, will scale with increasing cell volume and obey
Poisson statistics. Thus, the mean (over many trials) number of
times the reaction will occur in this interval will scale with the
cell volume, and the standard deviation divided by the mean will
decrease in proportion to $1/\text{cell volume}^{0.5}$. Next consider the
binding and unbinding to the promoter. On a time scale com-
parable to this short time interval, the principle of averaging tells
us that the overall system's dynamics depend on the amount of
time the gene in “on” rather than the individual fluctuations.
Because the promoter is continually being turned on and off, the
total amount of time the promoter is “on” is the sum of the
individual durations of time the promoter is “on” each time it is
turned on. These “on” times are random variables that are
independent and identically distributed on this time scale. There-
fore, because the binding and unbinding rates are increased by
a factor $n$, we will, on average, sum over $n$ times as many
individual “on” times (each of which, on average, has a duration
that scales as $1/n$), and the standard deviation of the sum (which
is independent of $n$) of these “on” times should decrease as
$1/n^{0.5}$. It is interesting to note that Ehret and Trucco (24) used
a similar argument in the Chronon model of the molecular
circadian clock 35 years ago. Accordingly, if we scale the cell
volume and the promoter binding and unbinding rates by $n$, we
should see stochasticity of the model decrease as $1/n^{0.5}$.
The period-to-period variability of our unscaled model had a
standard deviation of 3.68 h. This standard deviation is larger
than what has been found experimentally (4), but these exper-
imental results were from cells that were likely coupled. Liu
et al. (31) postulated that this coupling led to more accurate time-
keeping. As suggested above, simulations showed decreased
variability as more molecules and promoter events were present,
with a $1/n^{0.5}$ scaling (Fig. 2).

Simulation of Circadian Clock Mutations

Considering the relatively low numbers of molecules of certain
chemical species, it is surprising that such robust rhythms are
seen. Perhaps this has something to do with the structure of the
mammalian circadian clock. To test this hypothesis, we studied
the stochastic behavior of our model when each of the key
proteins was removed (Fig. 3 Upper) or when only one copy of
both of the PER or CRY genes was active (but producing mRNA
at twice the normal rate) (Fig. 3 Upper).

One might initially think that removing any of the clock
proteins would cause fewer molecules to be produced and more
variable rhythms. However, because the proteins are within
negative feedback loops, if one PER protein or one CRY protein
were removed, more of the other PER or CRY protein respec-
tively would be produced. This fact explains why CRY1 or CRY2
mutants (either CRY1 or CRY2 was removed) were not less
precise than our wild-type model. Interestingly, the CRY mutants
were more precise than the wild-type model. When different
nonlinear oscillations are coupled, they often have a lower

![Fig. 2. Stochastic simulations become more robust as more molecules are present. The variables in a deterministic simulation are concentrations. With the volume of a cell we can convert these concentrations to the number of molecules of each molecular species. Simulations of the stochastic version of the model were run scaling the cell volume as well as the rate constants for binding with promoters (see text) for ~1,000 cycles, and each period was calculated by the up-crossing of a particular concentration level of transcription factors (i.e., CRY1 and CRY2) in the nucleus of the cells. One hundred up-crossing concentrations were tried, and the up-crossing that led to the minimum variance was used. Reported is the standard deviation (SD) of the cycle-to-cycle periods. As the average number of molecules in the cell and promoter interactions increased, the clock became more accurate, obeying the $1/n^{0.5}$ (curve) law discussed in the text.]

![Fig. 3. Stochastic simulation of clock mutations. (Upper) The standard deviation of the period of the normal model (WT); PER1, PER2, CRY1, and CRY2 knockouts; and PER1/PER2 or CRY1/CRY2 mutants where only one copy of either PER1 and PER2 or CRY1 and CRY2 was present was calculated as in Fig. 2. Removing one copy of both the PER genes or both the CRY genes led to less accurate rhythms. Removing PER1 or PER2 led to less accurate rhythms because two fewer PER genes were available. Removing CRY1 or CRY2 caused more accurate rhythms because the CRY genes are activated more often than the PER genes, and homogeneous CRY leads to larger rhythm amplitudes (see text). (Lower) Unlike deterministic simulations, stochastic simulations of PER2 mutants show rhythmicity. ]
(although every so often the amplitude of the rhythms briefly decreased to undetectable levels) even though the deterministic PER2 mutant was not rhythmic (11). Although there may be an inherent drive to dampen oscillations in the stochastic model (as in the deterministic model), this damping appears to be offset by noise in the stochastic case. A similar result can be seen with a version of our model where just three E-boxes are active on PER promoters; although the deterministic model in this case is not rhythmic, the corresponding stochastic model does oscillate (data not shown).

When the number of copies of each PER, or CRY gene was reduced from two to one, the rhythms became more variable, because fewer gene activations occurred. A much stronger effect was seen in the PER one-copy mutant, because the CRY gene is activated so frequently that added benefit of having two copies is minimal. This fact explains why the PER1 and PER2 mutant models were more noisy than the wild-type models: four copies of the PER genes are better than two.

Discussion

The starting point of this study is a deterministic model whose stochastic counterpart is unambiguous. Instead of considering relatively simple models to illustrate general principles, we employed a biochemically detailed, validated, and distinctly mammalian model to reverse engineer the design principles of in vivo circadian clocks. We also made use of an experimental estimate of the number of molecules of each protein species (a key parameter in stochastic stimulation). Very recent experimental preparations now make it possible to assess the accuracy of individual oscillating mammalian clock cells (26). It is our hope that these experimental preparations will soon be used to test the predictions of our model and that, because of the model’s detail, these predictions will hold.

In line with previous work, we find that there can be significant differences in behavior between the stochastic and deterministic versions of a model. Similar to stochastic resonance, and in line with studies of much simpler models (27, 28), we find that our stochastic model can oscillate even when the corresponding deterministic model does not.

Amazingly, individual events on the promoter must occur on a very fast time scale, in our model, to have accurate 24-h rhythms. This finding may explain some of the discrepancy between Barkai and Leibler (6), who report very irregular deterministic model does not. The small differences in behavior between the stochastic and deterministic interpretation of the discrepancy is in agreement with that of Gonze et al. (30).

Stochastic simulations using the Gillespie method (as well as circadian clocks in vivo) differ from deterministic simulations in both their randomness and their coarseness. (Deterministic solutions of circadian clock models are smooth, whereas the corresponding stochastic solutions must jump between integers because they represent numbers of molecules.) In some limit, a stochastic solution may approach a deterministic solution, but without taking such a limit, it is, at best, a step function approximation to the deterministic solution. The more steps (i.e., the more molecules), the better the approximation will be. However, the quality of the approximation also depends on the time scale of the solution. There must be many steps (molecular events) within the time scale of the oscillation for good correspondence.

Likewise, the smaller the amplitude (relative to its mean) of a deterministic circadian oscillation, the more molecular events per unit time that are needed to accurately resolve the oscillation in a stochastic simulation. Thus, mechanisms for increasing the amplitude of circadian oscillations (e.g., changes in promoter cooperativity (30) or dimerization (data not shown)) can increase immunity to molecular noise. However, such noise reduction methods change the deterministic properties of the system and therefore must be weighed against any detrimental effects they might have on the clock’s ability to entrain to environmental signals or function in a variety of environmental conditions.

The numerical experiments reported here suggest that certain aspects of the mammalian clock’s structure might play a key role in noise immunity. Multiple copies of genes and rapid interactions with promoters are features that reduce the variability of the period of the clock. The robustness of circadian clocks appears to increase as more molecules are present or more frequent promoter interactions occur. In certain cases, notably the study of mutants, we find that the deterministic and stochastic models exhibit qualitatively different behaviors. This finding underscores the importance of using a stochastic model when possible, because the stochastic model corresponds more closely to reality.
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