Recovering time-varying networks of dependencies in social and biological studies
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A plausible representation of the relational information among entities in dynamic systems such as a living cell or a social community is a stochastic network that is topologically rewiring and semantically evolving over time. Although there is a rich literature in modeling static or temporally invariant networks, little has been done toward recovering the network structure when the networks are not observable in a dynamic context. In this article, we present a machine learning method called TESLA, which builds on a temporally smoothed $l_1$-regularized logistic regression formalism that can be cast as a standard convex-optimization problem and solved efficiently by using generic solvers scalable to large networks. We report promising results on recovering simulated time-varying networks and on reverse engineering the latent sequence works. We report promising results on recovering simulated time-varying networks and on reverse engineering the latent sequence works. We report promising results on recovering simulated time-varying networks and on reverse engineering the latent sequence works.

In many problems arising in social, biological, and other fields, it is often necessary to analyze populations of entities (e.g., individuals, genes) interconnected by a set of relationships (e.g., friendship, communication, influence) represented as a network. Real-time analysis of network data is important for detecting anomalies, predicting vulnerability, and assessing the potential impact of interventions in various social, biological, or engineering systems. It is not unusual for network data to be large, dynamic, heterogeneous, noisy, and incomplete. Each of these characteristics adds a degree of complexity to the interpretation and analysis of networks.

Classical network analyses mostly assume that the networks in question are fully observable, static, and isotropic. Given the heterogeneity and complexity of network data in many domains, these assumptions are limiting. For example, a majority of current investigations of biological regulatory circuitry focus on networks with invariant topology over a given set of molecules, such as a protein–protein interaction network over all proteins of an organism regardless of the conditions under which individual interactions may take place or a static gene network inferred from microarray data even though the samples may be collected over a time course or multiple conditions. In reality, over the course of a cellular process, such as a cell cycle or an immune response, there may exist multiple underlying “themes” that determine the functionalities of each molecule and their relationships to each other, and such themes are dynamic and stochastic. As a result, the molecular networks at each time point are context dependent and can undergo systematic rewiring, rather than being invariant over time. Indeed, in a seminal study by Lascombe et al. (1), it was shown that the “active regulatory paths” in a gene expression correlation network of Saccharomyces cerevisiae exhibit dramatic topological changes and hub transience during a temporal cellular process and in response to diverse stimuli. Similar phenomena are not uncommon in many other domains, such as the evolution of citation networks in scientific communities and the emergence/disintegration of cryptic liaisons and communities in society. A key technical hurdle that prevents us from an in-depth investigation of the mechanisms underlying this phenomena is the unavailability of serial snapshots of the rewiring network during the unfolding and progression of the process in question. For example, under a dynamic biological system, usually it is technologically impossible to experimentally determine time-specific network topologies for a series of time points based on techniques such as 2-hybrid or ChIP-chip experiments.

Although there is a rich (and growing) literature on modeling observed network data in either static (2) or dynamic scenarios (3–5), with a few exceptions (6, 7), much less has been done toward developing efficient inference techniques for recovering unobserved network topologies from nodal (i.e., entitywise) observations in a dynamic context. Existing methods usually ignore potential network rewiring under different conditions and infer an invariant network (8–10). Recently, a new class of models known as the temporal exponential random graph model (tERGM) has been proposed for modeling networks evolving over discrete time steps (5). It is based on a log-linear graph transition model $P(G_t | G_{t-1})$ defined on a set of temporal potentials that capture certain characteristics of the graph rewiring dynamics, such as the “edge-stability,” “reciprocity,” and “transitivity” statistics over time-adjacent graphs. Based on tERGM, subsequently, a hidden tERGM model (htERGM) was developed to impose stochastic constraints on latent rewiring graphs so that given a time series of nodal attributes, one can infer time-specific network topology based on the posterior distribution of $G_t$ of every time point (7). However, the MCMC-based algorithm in ref. 7 for posterior inference under htERGM is very inefficient, and up until now, providing an efficient inference algorithms for this model remains an open problem.

We propose TESLA, a machine learning algorithm for recovering the structure of time-varying networks over a fixed set of nodes from time series of nodal attributes. In these networks, an edge between 2 nodes implies a dependency between their nodal states, such as coactivation in a gene regulatory network. TESLA stems from the acronym TESLOR, which stands for temporally smoothed $l_1$-regularized logistic regression. It represents an extension of the well-known lasso-style sparse structure recovery technique and is based on a key assumption that temporally adjacent networks are likely not to be dramatically different from each other in topology and therefore are more likely to share common edges than temporally distant networks. Building on the highly scalable iterative $l_1$-regularized logistic regression algorithm for estimating single sparse networks (11), we develop a regression regularization scheme that connects multiple time-specific network inference functions via a first-order edge smoothness function that encour-
ages edge retention between time-adjacent networks. An important property of this idea is that it fully integrates all available samples of the entire time series in a single inference procedure that recovers the rewiring patterns between nodes over a time series of arbitrary resolution—from a network for every single time point, to one network for every $K$ time points where $K$ is very small.

Importantly, TESLA can be cast as a convex optimization problem for which a globally optimal solution exists and can be efficiently computed for networks with thousands of nodes. Recently, Zhou et al. (6) proposed a nonparametric local kernel-weighting technique for learning smoothly evolving graphical Gaussian models by using the method in ref. 12 and showed interesting asymptotic consistency results of their estimator. In contrast, here, we address the case of discrete time-evolving graphs modeled as evolving Markov random fields rather than graphical Gaussian models, and our method is a more direct formalism that uses the smooth-evolution property as an explicit penalty in the loss function that can be traded off with data fitness, rather than an implicit condition needed to guarantee consistency. Our ongoing theoretical analysis of TESLA suggests that it can detect blockiness and jumps in graph evolution, and possibly enjoys graph-structure consistency rather than parameter-estimation consistency as shown in ref. 6 for their method.

We applied TESLA to the recovery of a time-varying social network in the U.S. Senate based on 2 years of voting records, an evolving author-keyword network from the proceedings of a machine learning conference over 13 years, and a sequence of 23628 genes during the life cycle of Drosophila melanogaster based on a microarray time course. TESLA represents a practical and scalable method for recovering large-scale time-varying networks underlying sociocultural and biological processes at arbitrary temporal resolutions.

**Problem Formulation**

For concreteness, consider the problem of estimating a sequence of time-varying dependency networks underlying a fixed set of genes with discrete states (e.g., active or inactive) over a dynamic biological process. Denote by $G = (V, E)$ the graph structure at time $t$ with node (i.e., gene) set $V$ of size $|V| = p$ and edge set $E$. Let $D = \{X_t\}_{t=1}^T$ represents the set of samples of node states associated with all of the nodes of the graph over time. For generality, the time stamp $t$ can be also understood as denoting the onset of a time epoch of length $N_t$, when $N_t = 1$, we have a single snapshot of node states at time $t$; whereas when $N_t > 1$, we assume that we have multiple iid observations of all node states corresponding to graph $G$ within epoch $t$; hence, $X = \{X_1, \ldots, X_{N_t}\}$, $X_i \in \{0, 1\}^p$. It should be apparent that estimating a time-specific network $G_t$ naively based on $\{X_t\}$ for every $t$ is an ill-defined problem, because this corresponds to the near-extreme case of “large $p$ (dimension size) small $n$ (sample size) problem” in statistical inference, where, in principle, one wants $n = N_t = 1$ to obtain truly “time-specific” estimation. Even with some relaxation on time specificity, $N_t$ would still be very small to reflect changes of $G_t$ with acceptable resolution.

A legitimate assumption one could exploit to overcome this problem, as we shall do, is that the graphs $\{G_t\}$ are not iid, but follow a time-evolution process, so that all samples in $D$ reflect something about the graph $G_t$ for every $t \in \{1, \ldots, T\}$. Consider the following model:

$$P(X_t|\Theta) = \exp \left( \sum_{i \in V} \theta_i x_i^t + \sum_{i,j \in E} \theta_{ij} x_i^t x_j^t - \Lambda(\Theta) \right), \tag{1}$$

where the joint probability distribution of the random variables at each time $t$ is given by a pairwise Markov random field (MRF). In Eq. 1, the parameters $\{\theta_i\}_{i \in V}$ and $\{\theta_{ij}\}_{i,j \in E}$ capture the correlation (or the dependency strength) between variables $X_i$ and $X_j$, and $\Lambda(\Theta)$ is the log partition function of the distribution at time $t$. Given a set of samples $\{x_{1:T}\}$ drawn from $P(X_t|\Theta)$ at every time step $t = 1, \ldots, T$, our goal is to estimate the structure of the graph at every time, i.e., to estimate $\{E_t\}_{t=1}^T$. Note that $\{E_t\}_{t=1}^T$ can be directly obtained from $\{\Theta_t\}_{t=1}^T$ through a sign function, with sign$(\theta) = 0$ if $\theta = 0$, sign$(\theta) = 1$ if $\theta > 0$, and sign$(\theta) = -1$ if $\theta < 0$. We propose the following estimator for $\{\Theta_t\}_{t=1}^T$, which we’d like to call TESLA, obtained by solving a temporally smoothed $l_1$-regularized logistic regression problem for reasons we shall explain in the next section:

$$\hat{\Theta}_1, \ldots, \hat{\Theta}_T = \arg \min_{\Theta} \sum_{t=1}^T \ell(x_t; \Theta_t) + \lambda_1 \sum_{i=1}^T \|\Theta_t\|_1$$

$$+ \lambda_2 \sum_{t=2}^T \|\Theta_t - \Theta_{t-1}\|_1, \quad \forall i, \tag{2}$$

where

$$\ell(x_t; \Theta_t) = \sum_{d=1}^{N_t} \log P(x_{d,t}|x_{d,t-1}; \Theta_t)$$

$$= \sum_{d=1}^{N_t} \left( \log(1 + \exp(x_{d,t-1} - x_{d,t}) \Theta_t, \right)$$

where $\hat{\Theta}_t$ denotes a $(p-1)$-dimensional column vector corresponding to the $i$th column of parameter matrix $\Theta_t$ of the MRF excluding $\theta_0$, i.e., the pairwise correlation coefficients from all other nodes in $V$ to node $i$ at time $t$; $x_{d,t-1}$ denotes the observed states of all nodes except node $i$ in the $d$th sample in time epoch $t$; $\ell$ represents the log conditional likelihood of state $x_{d,t}$, given $x_{d,t-1}$ under a logistic regression model; and $\|\cdot\|$ represents the $l_1$ norm of a vector. Note that the TESLA problem in Eq. 2 will be defined and solved for each node $i$ in $V$, and in the end we recover an estimate of $\{\Theta_t\}_{t=1}^T$ via a simple “signed” max (or min) magnitude function:

$$\hat{\Theta}_t = \max(\hat{\Theta}_t), \hat{\Theta}_t) \times \text{sign} \left( \text{argmax} (\hat{\Theta}_t), \hat{\Theta}_t) \right), \quad \forall i, \neq j, t, \text{ and } \hat{\Theta}_0 = \hat{\Theta}_t, \forall t.$$

The edge set $E$ can be subsequently recovered from the nonzero entries in $\Theta_t$ by using the sign function. As we explain in the sequel, the problem in Eq. 2 has a close connection to the graphical lasso method (13) for (static) sparse graph estimation and the fused lasso method (14) for coupled multi-variate regression. Thus, many of the virtues and theoretical insights of these methods, such as computational efficiency, sparsity, consistency, may apply to TESLA.

We are aware of 2 earlier attempts on estimating time-varying graphs. In ref. 7, the time evolution of graph sequence $\{G_t\}$ is modeled by a hidden temporal exponential random graph model, which allows one to explicitly infer a posterior distribution of $G_t$ conditioning on all samples in $D$ in much the same spirit of performing posterior decoding of hidden states in a hidden Markov model, albeit now with a computational complexity that is at least $O(2^{E_T})$ per iteration under an MCMC-based inference algorithm. In ref. 6, a time interval-dependent kernel was applied to weight every sample in $D$ with respect to $t$, which are subsequently treated as rewired iid samples from $G_t$ for estimating $G_T$. It can be shown that if $\{X_t\}$ are continuous valued and follow a time-varying graphical Gaussian model (GGM), and when the precision matrix $\Theta$ of the GGM is assumed to be smoothly evolving, this scheme can consistently recover the (value of) $\Theta_T$ corresponding to every $G_t$ in the limit (6). However, another important type of consistency known as model-selection consistency, or pattern consistency, which concerns the identification of nonzero elements of $\Theta_v$, and hence directly leads to recovery of the topology $E_T$ of graph $G_T$, is not available. It is noteworthy that in ref. 6, the smooth evolution assumption is used as a precondition to guarantee value consistency.
of the $\Theta^*$ estimator, rather than being treated as an explicitly tunable constraint that can be used to accommodate real data. Therefore, in cases where more turbulent dynamics (e.g., sudden jumps) drives graph evolution, this method may run into difficulties. The TESLA model presented above represents a more direct approach that allows more flexible tradeoff among smoothness of graph evolution, sparsity of graph estimation, and likelihood of the fit. Although we focus on discrete-valued networks in this article, our technique can be readily applied to continuous-valued networks. In the following section, we explain in detail the rational behind the TESLA model, and an algorithm that efficiently solves the estimation problem.

**Temporally Smoothed Sparse Graphical Regression**

It is reasonable to expect that the time-varying networks underlying biological or social processes represent a sparse structure that evolves smoothly over time. The TESLA objective defined in Eq. 2 is essentially a temporally smoothed sparse graphical regression problem aiming at reconstructing such networks. It builds on 3 key ideas that are extensively studied in recent literature for structure recovery from high-dimensional data: (i) structural estimation via graphical regression; (ii) sparsity and consistency via $l_1$ shrinkage of parameters; (iii) structure coupling via parameter fusion. Below, we briefly discuss each of these ideas and its relevance to our problem.

**Structural Recovery, Sparsity, and Smoothness.** When $T = 1$, the optimization problem in Eq. 2 reduces to a static case, where we estimate a single network based on $N_{\text{train}}$ iid samples. This problem has been heavily studied in recent literature [see supporting information (SI)]. Our discussion thus starts from this base case.

It is well known that for both continuous-valued networks after a GGM and discrete-valued networks after a MRF, estimation of model parameters (which bear the structural information) can be cast as a graphical regression problem in which, for every node $X_i$, one defines it as a response over predictors corresponding to the remaining $p-1$ nodes $X_{-i}$ via a linear or logistic function. To estimate a discrete network modeled by a MRF, the loss function of the graphical logistic regression is not exactly equivalent to the likelihood function of the original MRF but corresponds to a pseudolikelihood, $P(X|\Theta) = \prod_{i=1}^{N} P(X_i|X_{-i}, \Theta)$, where $N(i)$ is the Markov blanket of node $i$, i.e., the neighboring nodes of node $i$ (11). In the binary pairwise MRF, the local likelihood $P(X|X_{-i}, \Theta)$ has a logistic-regression form. Thus, the problem of learning $\Theta$ degenerates to solving $p$ logistic regression problems each defined on an individual node with respect to all of the other nodes in the graph. This gives rise to the first term of the TESLA objective in Eq. 2.

Because of presence of noise, and in the common situation where $p \gg n$, it is well known that traditional regression methods do not offer a model selection power and tend to overfit data. The immediate consequence of this pitfall on graph estimation is a dense graph that contains a large amount of spurious edges. The vanishing lasso coefficient estimates over every node and hence converges to the true graph structure asymptotically, under a MRF. In the spirit of graph-lasso, we refer to this algorithm as graph-LLR, which motivates the second term, denoted as $L_{\text{shrink}}$, in Eq. 2.

If, rather than estimating a single graph, one wants to estimate, say, 2 graphs $G^1$ and $G^2$ that are topologically close to each other, some constraints need to be applied to their corresponding parameter matrices $\Theta^1$ and $\Theta^2$. Under the graph-lasso or graph-LLR scheme, this is equivalent to coupling 2 regression problems $X_i^t = f(X_i^t, \Theta^1)$ and $X_i^t = f(X_i^t, \Theta^2)$ by penalizing the discrepancy between $\Theta^1_{ij}$ and $\Theta^2_{ij}$ for every $i$. A similar problem that focuses on encouraging low variance or blocky structure within a coefficient vector $\Theta$ (rather than between 2 $\Theta$s with elementwise correspondence as considered in this article) has recently received remarkable attention. Several extensions have been proposed over the $l_1$ penalty to enforce smoothness in addition to sparsity over elements in $\Theta$. In the fused-lasso method proposed in ref. 14, a fusion penalty in the form of $L_{\text{smooth}} = \sum_{i=2}^{T} |\theta_{ij} - \theta_{i-1,j}|$ was used in addition to the lasso penalty over the regression loss. In this penalty, the ordering of the predictors is used as a proxy for coupling predictors of similar coefficients, and the ordering is supplied by using domain knowledge to the model. This penalty, together with the lasso penalty, has been shown to result in sequences of zero (or nonzero) parameters in $\Theta$, thus enforcing both smoothness and sparsity. It is easy to see that a penalty of the form $L_{\text{shrink}} + L_{\text{smooth}}$ can be not only applied to elements within a single $\Theta$ but also to corresponding elements across different $\Theta$s, whereby both sparsity within the regression function and smoothness across $\Theta$s can be enforced. The $L_{\text{smooth}}$ now represents a total variation (TV) penalty, which motivates the third term in Eq. 2.

To summarize, to estimate a sequence of $T$ time-varying networks, at each time point (or epoch) $t$, we defined a graph-LLR problem over samples $X_{n_{\text{train}}, t}$. We used the negative pseudolikelihood based on a logistic regression as a surrogate to the intractable log-likelihood function under a MRF, and used an $l_1$ norm penalty over each column of $\Theta^t$ (the regression coefficient vectors of nodes in $G^t$) to achieve a shrinkage effect on the neighbors of each node. Then, to incorporate temporal dependencies between time-specific graphs that resulted from the graph-LLR, we furthermore introduced a fusion penalty $L_{\text{smooth}} = \sum_{i=2}^{T} |\theta_{ij} - \theta_{i-1,j}|$, over the difference between every pair of $\Theta^t$ and $\Theta^t$, the regression coefficient vectors corresponding to the same node at 2 consecutive time points (or epochs), to bias our estimate to graphs that evolve in a smooth fashion. It is noteworthy that this term can be interpreted as the “edge-stability” potential in the more general hTERGM model proposed earlier (7). But the TESLA formulation decouples the learning problem in ref. 7, which is computationally intractable, into a set of $p$ separate regularized regression problems, 1 for each node, as made explicit in Eq. 2.

**Convex Optimization Algorithm.** The problem in Eq. 1 is a convex optimization problem with nonsmooth constraints. We can instead solve the following equivalent problem by introducing new auxiliary variables, $u_{ij}$ and $v_{ij}$:

$$\min_{u_{ij}, v_{ij}} \sum_{t=1}^{T} \ell(x_i^t, \theta_i^t) + \lambda_1 \sum_{t=1}^{T} \|u_i^t\|_1 + \lambda_2 \sum_{t=2}^{T} \|v_i^t - u_i^{t-1}\|_1$$

s.t. - $u_{ij}^t \leq \theta_{ij}^t \leq u_{ij}^t$, $t = 1, \ldots, T$, $\forall j \in V \cup i$,
- $v_{ij}^t \leq \theta_{ij}^t - \theta_{ij}^{t-1} \leq v_{ij}^t$, $t = 2, \ldots, T$, $\forall j \in V \cup i$,

where $1$ denotes a vector with all components set to 1, so $1^t u_i$ is the sum of the components of $u_i$ and likewise for $1^t v_i$. To see the equivalence of the problem in Eq. 3 with the one in Eq. 2, we note that at the optimal point of Eq. 3, we must have $u_{ij}^t = |\theta_{ij}^t|$ and similarly, $v_{ij}^t = |\theta_{ij}^t - \theta_{ij}^{t-1}|$, in which case the objectives in Eq. 3 and Eq. 2 are equivalent (a similar transformation scheme has been applied to solving the $l_1$-regularized logistic regression in ref. 16).
Eq. 3 is again a convex optimization problem but now with a smooth objective and linear constraint functions, so it can be solved by standard convex optimization methods, such as the interior point methods (also referred to as barrier methods) (16). In fact, high-quality solvers using interior-point methods are available to directly handle the problem in Eq. 3 efficiently for medium- to large-scale networks (up to a few thousands of nodes and a few hundreds of samples). In this article, we used the CVX optimization package (http://stanford.edu/boyd/cvx). In SI, we detail a criteria for selecting the hyperparameters using the BIC score.

**Experimental Results**

Now we demonstrate TESLA on recovering synthetic time-varying networks and several real-world evolving sociocultural and biological networks from time series of node states. We used a variety of network layout software for visualizing the recovered networks (see SI for more details).

**Simulation Results.** Based on a simple edge birth–death model defined on a 3-tuple \((p, d, r)\), we simulated time series of rewiring networks and their corresponding node states and empirically evaluated TESLA on its performance in recovering the time-varying networks from samples of node states. Here, \(p\) denotes the number of nodes in the network, \(d\) denotes the maximum degree of nodes in the first network, and \(r\) determines the number of randomly added/deleted edges to/from the network at each change point. We began by randomly generating edges in the first network such that each node has a maximum of \(d\) edges. The MRF weights of the edges were then sampled uniformly from interval \([-1, -0.5] \cup [0.5, 1]\). We then added and removed \(r\) edges every 10 epochs (see SI for more details). We generated a sequence of 100 networks, 1 for each time epoch and then \(N_1\) samples of nodal states at each epoch using Gibbs sampling. Performance was evaluated by the F-measure, which is defined as the harmonic mean of precision and recall. We compared TESLA with a static graph-LLR that pools all samples in the time series and estimates a single time-invariant network. The regularization parameters \((\lambda_1, \lambda_2)\) for TESLA and \(\lambda_1\) for the static method were selected from the set \{0.001, 0.005, 0.01, 0.02\} for \(\lambda_1\) and \{0.1, 0.3, 0.5, 1\} for \(\lambda_2\) using the BIC score (see SI).
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Fig. 1. Simulation results. (A–C) The effect of varying one simulation dimension while fixing the others. (D) The precision-recall curve for a single simulation run (degree – 5, no. of samples – 5, and rate = 10).

Fig. 1 shows that TESLA dominates the static approach in network recovery under a wide range of conditions. As expected, the performance went down as we increased the degree of the networks while fixing the available samples. However, TESLA performs relatively more stably as the rate of changes of the networks is increased because of its ability to adapt \(\lambda_2\). In addition, the performance improves as more samples become available. Moreover, the precision-recall curve in Fig. 1D shows that TESLA significantly outperforms the static method in the high-precision and even precision-recall areas as highlighted.

**U.S. Senate Network.** We analyzed the voting record of 642 bills brought to U.S. Senate of the 109th Congress (2005–2006) (www.senate.gov). Each of the 100 senators can be regarded as a node in a latent evolving social network in the senate, and the votes on every bill represent a time-specific random sample of the binary states of all nodes in this network. Using TESLA, we hope to discover how the relationships between senators change over time. Previously, this dataset was analyzed in ref. 12, where the time stamps of the bills were ignored, and a static network was estimated. We grouped the voting records into 12 consecutive time epochs where each epoch spans 2 months. Fig. 2 shows the estimated network at epoch 2 (March 2005), epoch 7 (January 2006), and epoch 10 (August 2006). Democratic senators are shown as rectangular nodes, Republican senators are shown as ellipsoid nodes, and Independent senators are shown as diamonds. As we can see, the network is divided into 2 big components, approximately along party lines. We highlight 3 senators that are of particular interest at the boundary between the 2 parties: Senator Jim Jeffords (I), Senator Lincoln Chafee (R), and Senator Bill Nelson (D) and track their neighborhood over time.

Senator Jeffords is an Independent who was originally a liberal-to-moderate Republican. From the inferred evolving network, we can see that his record overall is more connected to Democrats. However, in approximately January 2006, his voting pattern changed slightly to have more connections with his own party. In fact, it is a known fact that Senator Jeffords continued to vote with Republicans on many major pieces of legislation that happened to appear around this period. Moreover, although Senator Bill Nelson is affiliated with the Democratic party, he is one of the most conservative democratic senators and his views are more correlated with the Republicans, as was discovered by TESLA.
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Fig. 2. The dynamic networks of 100 U.S. senators of the 109th Congress. Rectangular, ellipsoid, and diamond nodes denote Democrats, Republicans, and Independents, respectively.
Another interesting observation can be made on Senator Chafee. He is a Republican; however, as shown in Fig. 2, his views are progressively changing toward the Democrats, as measured by the relative number of connections he has with both parties. In fact, Senator Chafee left the Republican party and became an Independent afterward. Finally, we also highlight Senator Obama (who is now the President of the U.S.) in Fig. 2, and it is clear that he was always connected to only Democratic senators.

Author-Key word Academic Social Network. The NIPS12 dataset (www.cs.toronto.edu/roweis/data.html) contains the proceedings of the Neural Information Processing Systems (NIPS) conference from the years 1987–1999, which allows us to analyze the dynamics of the academic social network over authors and keywords. As an illustrative case study, we selected the top 36 authors based on publication counts, which resulted in a total of 431 papers; then we selected 73 relevant words from these papers; finally we divided the data into 13 epochs using the time stamp of each paper. Thus, each article in our dataset is a sample from a (time-specific) network with 109 dimensions. To visualize the result, we select 6 keyword nodes: “Gaussian,” “classifier,” “likelihood,” “approximation,” “error,” and “variational” and track their subnetworks containing neighboring authors and keywords up to the first neighbors to avoid overcrowding the figures. See SI for the illustration of the network.

One should observe the smooth transition between the networks from 1987 to 1988 and from 1998 to 1999. Second, the size of the neighborhood of a word is a good indication of the contextual diversity of the usage of this word. For instances, in early years, the word “likelihood” had a limited context in “Gaussian” settings; however, over the years, this behavior changed, and at the years 1998 and 1999, “likelihood” started to appear in different contexts like “speech,” “Bayesian,” “mixture,” etc.; thus, its neighborhood expanded over the years. On the other hand, words like “Gaussian” were always popular in different settings and get more popular over the years, and, as such, the model smoothly expanded its neighborhood as well. It is also interesting to analyze the word “variational,” where in early years it was tightly coupled with the word “Bayesian,” and over the years, its neighborhood was dominated by “Jordan” and “Ghahramani,” who were very active researchers in this area at this time; then, over the year 1999, the neighborhood of the word “variational” expanded to include the word “EM,” as in “variational EM.” Also, note how “Hinton” was always connected to terms related to Boltzmann machines like “distribution” and “field” in the 1980s and “weights” in 1998. Finally, note the interesting relationship between the word “kernel” and both “Scholkopf” and “Smola.”

Evolving Gene Networks During Drosophila Development. The microarray time course from ref. 17 records the expression levels of 4,028 sequence-verified, unique genes measured at 66 time points spanning the embryonic, larval, pupal, and adulthood period during the life cycle of D. melanogaster. We detail the preprocessing of these data in SI. Using TESLA, we reconstructed 23 time-varying gene networks, 1 per 3 time points, spanning the embryonic (time points 1–11), larval (time points 12–14), pupal (time points 15–20), and adulthood stages (time points 21–23). It is beyond the scope of this article to fully present and discuss the results of this analysis; instead, to gain a glimpse of the time-specific snapshots and temporal evolution patterns of gene networks in a living organism during its full developmental course, we show in Fig. 3 a display of the transient interactions between functional groups of genes during this process and provide more analyses in SI.

During the life cycle of D. melanogaster, many genes are expected to play different roles at different times and interact with different proteins of different functions. According to Flybase (http://flybase.bio.indiana.edu), the 4,028 genes in our dataset can be categorized into 3 primary gene ontology (GO) groups: cellular component, molecular function, and biological process. They can be further divided into 43 secondary gene ontology groups. Fig. 3 shows the interactions between these ontology groups that are evolving over time. It is found that, through all of the stages of developmental process, genes belonging to the following GO groups: binding function, transcription regulation activity, and organelle function, are most active. In particular, the group of genes involved in binding functions plays the central role as the hub of the networks of interactions between ontology groups. Genes related to transcriptional regulatory activity and organelles functions exhibit persistent interaction with the group of genes related to binding functions. Other groups of genes that often interact with the binding genes are those related to functions such as developmental process, response to stimulus, and biological regulation.

Large topological changes can be observed from the temporal rewiring patterns between these gene ontology groups. The most diverse interactions between gene ontology groups occur at the beginning of embryonic stage and near the end of adulthood stage. In contrast, near the end of embryonic stage (time point 10), the interactions between genes are largely restricted to those from the following 4 gene ontology groups: transcriptional regulator activity,
enzyme regulator activity, binding, and organelle. However, despite these interesting empirical observations, we would like to emphasize that this dataset has been criticized for missing important developmental genes (e.g., the gaps genes and many pair-rule genes), and is thus perhaps unsuitable for drawing stronger biological conclusions about the mechanisms underlying network evolution. Indeed, our purpose for showing these empirical results is not to suggest any biological findings, but to illustrate a promising utility of TESLA in reverse-engineering time-varying network in large-scale realistic problems.

Discussion and Future Work

In this article, we investigated a class of network structure inference problems that is of practical relevance and importance in network analysis in diverse contexts ranging from biology to social sciences. Rather than treating the networks as observable invariant entities, we view them as latent, dynamically rewiring metastructures behind the observed high-dimensional longitudinal data. We proposed an efficient and highly scalable algorithm called TESLA to infer such time-evolving networks, by solving a set of temporally smoothed $l_1$-regularized logistic regression problems via existing convex optimization techniques; and we demonstrated TESLA in several empirical analyses that involve reverse-engineering either a synthetic network, or the real-world time-evolving U.S. Senate network, NIPS author-keyword network, and fruit fly gene network. There are several directions for future work. First, although standard off-the-shelf interior point methods were used successfully in this work, developing a customized solver along the method proposed in ref. 16 is an important future work that could potentially scale up the size of the networks targeted by TESLA by an order of magnitude. On the theoretical side, although it was shown that the solution to the fused lasso problem is asymptotically value-consistent (14) under the assumption that the model dimension is fixed; it is still an open problem to characterize the solution when the model dimension is allowed to grow and to determine at which rate the sample size should grow with respect to the network size and evolution rate to achieve model-selection consistency in a time-varying network. Although in a recent article Zhou et al. (6) proved that maximizing a regularized likelihood function with weighted samples results in a value-consistent estimation of the covariance matrices associated with a time-varying GGM, their result does not directly apply to TESLA, for which we would like to establish guarantees on model-selection consistency under the more flexible TV-penalized logistic loss for an evolving MRF. Finally, characterizing the uncertainty and statistical significance of structure recovery under finite-sample-size scenarios remains an important issue that has received significant attention in existing work on static structure recovery. For example, Meinshausen et al. (18) proposed a randomization scheme for computing the $P$ values of structure recovery in high-dimensional linear regression. In ref. 19, the concept of false discovery rate was used to characterize the number of nonspurious edges in a learned network. Extending these results to time-varying, high-dimensional problems addressed by TESLA remains an open problem: Theories are needed to calculate the $P$ value of transient links, and appropriate multiple-hypothesis testing may be needed to adjust these $P$ values.
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Related Work. In this article, we addressed the problem of recovering the latent structure of time-varying networks from time series of nodal states. In this section, we draw connections to relevant contributions in both the fields of network analysis, structure recovery, and spatiotemporal regression.

The field of network analysis is concerned with analyzing networks data that describe the interconnection patterns between a set of actors in the network. Most of the work in network analysis focuses on the case where the network structure is observed, and seeks to characterize and model signature graph statistics or patterns in such networks. For time-invariant networks, represented as a single directed or undirected graph, a number of flexible statistical models have been proposed, including the classic exponential random graph models (ERGM) and extensions (1–3), latent space models that aim toward clustering and community discovery (4), and mixed-membership block models for role discovery (5). In the dynamic setting, where a time series of observations of the network structure is available, several formalisms have been proposed to model the dynamics of topological changes of such networks over time, including the continuous-time Markov process models (6) and the discrete-time models (7–9). This progress notwithstanding, the above techniques rely heavily on the availability of direct observations of the network structures, which can be difficult or impossible to obtain in reality, especially in a dynamic context, as discussed in the introduction. In this article, our focus is on recovering the latent time-varying networks rather than discovering and modeling patterns in observed networks.

Our proposed method stems from and builds on recent surge of interest in machine learning and statistical inference of the structures in high-dimensional multivariate functions, in particular, structural estimation of graphical models over static networks of actors based on samples of actors’ (nodal) states. Earlier approaches view structure learning as a discrete combinatorial search problem and employ heuristic search methods (10, 11). Recent trends treat the structure learning problem as a model selection (also known as neighborhood selection) problem under loss functions motivated by a regularized regression between a set of actors based on samples of actors’ (nodal) states. Earlier approaches build on the key insight that an $l_1$-regularization penalty over regression/classification coefficients can derive the coefficients corresponding to irrelevant nodes to zero, whereby a sparse but consistent estimate of the structure can be recovered via solving a convex optimization problem (12–15). The specific form of the optimization problem depends on whether the nodal states are assumed to be continuous (13, 16–19) or discrete (20, 21).

However, with a few exceptions (22, 23), little has been done toward developing efficient learning techniques in dynamic contexts for recovering latent network topologies from observed attributes of entities constituting the network. The work presented in this article took a step toward bridging this gap.

Because TESLA inherently finds a temporally smoothed and regularized solution to a time-varying regression problem, perhaps it is beneficial to differentiate our work from contributions in the areas of spatial, temporal, and spatiotemporal regression that found a widespread use in ecology (24), social science (25), econometrics (26), and survival analysis (27). The input to such models is a known dependency network between a set of nodes of interest. These nodes each represent an entity being analyzed: for example, an individual, a city, a country, etc. Each of these nodes is associated with a regression problem on a shared covariate space; in other words, each of these nodes corresponds to a response variable (the output of the regression problem), along with a set of common covariates (the input to the regression problem), and the goal of the model is to investigate the effect of the dependency structure on the regression problem at each node. Therefore, these models in general assume a fixed structure over the nodes in the network in contrast to TESLA, which allows for recovering such structure. In temporal regression, the goal is to allow the magnitude of the regression coefficients to vary over time to account for the change in the contribution of each covariate to the response variable (27). Therefore, these models differ from TESLA’s formulation of which the goal is to delineate the time period in which each covariate is actually relevant to the response variable, which allows for structural recovery of the time-varying network, as opposed to merely the change of contribution of each covariate over time, which does not facilitate structural recovery.

Hyperparameters Selection. The hyperparameters in Eq. 2 trade off sparseness, smoothness versus locally fitting the time-epoch specific samples. Larger values of $\lambda_2$ degenerate the problem into the static case in which all of the time-specific parameters are equal to each other, while setting $\lambda_2$ to zero decouples Eq. 2 into a set of independent $l_1$-regularized logistic regression problems, one at each epoch. Intuitively, the optimal value of $\lambda_2$ depends on both the evolution rate of the network and the number of samples available at each epoch. A fast-evolving network calls for lower values of $\lambda_2$ whereas a small number of samples at each epoch calls for slightly larger values for $\lambda_2$ that would tightly integrate all of the available samples in recovering the time-varying network. On the other hand, $\lambda_1$ controls the sparseness of the resulting networks. For instance, setting $\lambda_1$ to zero results in a complete network, and as $\lambda_1$ increases, fewer edges are recovered until the empty network is reached for larger values of $\lambda_1$. Thus, small values of $\lambda_1$ favor recall, whereas larger values favor precision of the recovered edges. Moreover, these regularization parameters can be used as knobs to be tuned manually according to the data analyzer’s goal. To tune these parameters automatically, we note that Eq. 2 can be regarded as a supervised classification problem, and thus many techniques can be used to select ($\lambda_1$, $\lambda_2$) among different candidates. When there are enough data, cross-validation, or held-out datasets can be used; alternatively, the BIC score can be used. We define the BIC score for $(\theta_1^t, \ldots, \theta_T^t)$ to be:

$$\text{BIC}(\theta_1^t, \ldots, \theta_T^t) = \sum_{t=1}^{T} \ell(x^t; \theta_t^t) - \frac{\log(\sum_{t=1}^{T} N_t)}{2} \text{Dim}(\theta_1^t, \ldots, \theta_T^t),$$

where $\text{Dim}(\cdot)$ denotes the dimensionality of the estimated values. Similar to Tibshirani et al. (30), we adopt the following definition, which counts the number of runs of nonzero parameter values.

$$\text{Dim}(\theta_1^t, \ldots, \theta_T^t) = \sum_{t=1}^{T} \sum_{j=1}^{P} \mathbb{I}(\theta_{ij}^t \neq 0 \text{ and } \theta_{ij}^t-1 = 0).$$
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Note that the above definition is lenient to perturbations to the values of the actual edge weights (i.e., it counts the total number of edges), whereas, the definition in ref. 30 strictly increases the dimensionality of the model with these perturbations. Our intuition here is that a nonzero parameter corresponds to an edge, thus the above measure counts the total number of edges.

**Generation of Simulation Data.** In this section we provide more details of the scheme used to generate the synthetic time-varying network. The synthetic time-varying network is parameterized by a 3-tuple \((p, d, r)\), where \(p\) is the number of nodes in the network, \(d\) is the average degree of nodes in the first network, and \(r\) is the rate of change modeled as the number of added and deleted edges at each change point. The generative process proceeds as follows. We begin by generating the network at the first epoch by selecting for each node a set of maximum \(d\) neighboring nodes uniformly at random. We proceed from node 1 up to node \(p\). To generate the neighborhood for node \(i\) that already has \(n_i\) incident edges to previously processed nodes, we select uniformly at random \(\max(0, d - n_i)\) nodes from the set \(\{j | i < j < p \text{ and } n_j < d\}\), and add edges between them and node \(i\). Once the first network is generated, we sample a weight for each generated edge uniformly at random from the interval \([-1, -0.5] \cup [0.5, 1]\). To generate the time-varying networks of subsequent time points, for every 10 epochs, we add \(r\) edges and delete \(r\) edges from the set of existing edges. The probability of adding an edge to a given node is inversely proportional to the number of edges already added to or deleted from this node. Moreover, to avoid unnecessary fragmentation of the lifespan of the edges in the network, we set the probability of deleting an existing edge to be proportional to its current lifetime (i.e., the duration between the current epoch and the epoch in which this edge was born). Once an edge is added, its weight is sampled from the interval \([-1, -0.5] \cup [0.5, 1]\). We run this process consecutively for 10 times; thus, the number of total epochs is \(T = 100\), and the overall result of this process is a set of \(T\) MRFs: one at each epoch. Finally, we generate a set of \(N_t\) samples of nodes’ states at each epoch using Gibbs sampling with a 1,000 burn-in iterations and a lag of 200 iterations between collected samples. These time-stamped samples constitute the input to the static algorithm and TESLA. In our experiments, we fixed the number of nodes in the network, \(p\), at 50 nodes.

**Network Visualization.** To visualize the recovered time-varying networks, we used an array of different layout strategies and for different visualization purposes. For the biological network, we used a circular layout with fixed ordering over the nodes, which is one of the standard layouts for visualizing gene networks. For the Senate data set, we used the organic layout as implemented in the Sytoscape package (www.cytoscape.org). The organic layout is tailored for undirected graphs, and is based on the force-directed layout paradigm (31). This layout produces a representation of networks that often exposes the inherent symmetric and clustered structure of a graph, as well as a well-balanced distribution of nodes and few edge crossings (32). These characteristics make it a perfect choice to illustrate how well TESLA recovers the political party structure in the Senate dataset. For the NIPS dataset, we used the radial layout (33) as implemented in the GraphViz software package (www.graphviz.org). For this layout, one node, the focus node, is chosen automatically as the center and put at the origin. The remaining nodes are placed on a sequence of concentric circles centered around the origin, each with a fixed radial distance from the previous circle. The process is repeated for every connected component of the graph that might result in different focus nodes. This layout emphasizes the relationship between nodes in the graph and the focus node(s), which makes it a suitable choice to track the evolution of the neighborhood of selected keywords and authors in the NIPS dataset.

**Evolving Gene Networks During Drosophila melanogaster Development.** Preprocessing the gene networks. We used the microarray time series data collected by Arbeitman et al. (34) in their study of the gene expression patterns during the life cycle of \(D.\ melanogaster\). Approximately 9,700 \(Drosophila\) cDNA elements representing 5,081 different genes were used to construct the 2-color spotted cDNA microarrays. The genes analyzed in this article consist of a subset of 4,028 sequence-verified, unique genes. Experimental samples were measured at 66 different time points spanning the embryonic, larval, pupal, and adulthood periods. Each hybridization is a comparison of one sample to a common reference sample made from pooled mRNA representing all stages of the life cycle. Normalization is performed so that the dye-dependent intensive response is removed, and the average ratio of signals from the experimental and reference sample equals one. The final expression value is the log ratio of signals. Missing values are imputed in the same manner as in Zhao et al. (35). This is based on the assumption that gene expression values change smoothly over time. If there is a missing value, a simple linear interpolation using values from adjacent time points is used, i.e., the value of the missed time point is set to the mean of its 2 neighbors. When the missing point is a start or end point, it is simply filled with the value of its nearest neighbor. The expression values are quantitized into binary numbers using thresholds specific to each gene in the same manner as in ref. 35. For each gene, the expression values are first sorted; then the top 2 extreme values in either end of the sorted list are discarded; last, the median of the remaining values is used as the threshold above which the value is binarized as 1 and 0 otherwise. Here, 1 means the expression of a gene is up-regulated, and 0 means down-regulated.

A “movie” of the \(D.\ melanogaster\) development gene network aging. In Fig. S1, we show a “movie” of the \(D.\ melanogaster\) developmental gene network as the organism ages, where genes are ordered according to their top level biological function. The dynamic networks appear to rewire over time in response to the developmental requirement of the organism. For instance, in the middle of embryonic stage (time point 4), most of genes selectively interact with other genes which results in a sparse network consisting mainly of paths. In contrast, near the end of the adulthood stage (time point 23), genes are more active, and each gene interacts with many other genes, which leads to visible clusters of gene interactions.

**Dynamics of known gene interactions.** Different gene interactions may follow distinctive temporal programs of activation, appearing and disappearing at different time points during the life cycle of the \(D.\ melanogaster\). In turn, the transient nature of the interactions implies that the evidence supporting the presence of an interaction between 2 genes may not be present in all microarray experiments conducted during different developmental stages of the organism. Therefore, pooling all microarray measurements and inferring a single static network can undermine the inference process rather than helping it. This problem can be overcome by learning a time-varying network that recovers transient interactions that are supported by a subset of the experiments.

To show the advantage of recovering a dynamic network over a static network, the recovered interactions (i.e., edges) by these 2 types of networks are compared against a list of known undirected gene interactions recorded in Flybase. TESLA recovers 50% more known gene interactions than the gene interactions in the static network. Furthermore, the static network provides no information on when a gene interaction starts or ends. In contrast, TESLA pinpoints the temporal on-and-off sequence for each recovered gene interaction. In Fig. S2, we
visualize the onset of the activation patterns of known gene interactions recorded in Flybase. To ease visualization, hierarchical clustering is performed on these sets of recovered gene interactions based on their activation patterns. It can be seen that all these interactions are transient and very specific to a certain stage of the life cycle of the D. melanogaster.

**Transient network hubs.** We also examined the recovered networks for hub transcription factor (TF) nodes. Hubs are high-degree nodes in the networks. They may represent the most influential elements of a network and tend to be essential for the developmental processes of the organism. The top 20 hubs are identified and tracked over time in terms of their degrees, and this evolution is visualized as a color map in Fig. S2A. The degrees of the transcriptional factors peak at different stages, which suggests that they may differentially trigger targeted genes based on the biological requirements of the developmental processes. In Fig. S2 B and C, a functional decomposition and enrichment analysis is performed on the target genes regulated by 2 example transcriptional factor hubs. For instance, the protein ejaculatory bulb, mainly interacts with extracellular region genes and genes involved in structural molecular activity. Another example is the spr4, which seems to trigger many binding genes. This is consistent with its functional role in chromatin binding and zinc ion binding.

Again, because this microarray dataset covers only a limited fraction of all of the Drosophila genes and misses many of the important Drosophila developmental genes such as the gap genes and pair-rule genes, our preliminary analysis above is by no means intend to suggest significant biological findings. Instead, we use this as an example to demonstrate the potential utility of TESLA in offering a perspective of natural networks not receiving much attention before—the latent dynamic rewiring pattern of connectivities among nodes, which may shed light on the mechanisms of evolving behaviors of complex systems supported by the nodes.

Fig. S1. The 23 snapshots of the dynamic gene interactions networks during the life cycle of the *D. melanogaster* are visualized by using a circular layout and a scatter plot of the network adjacency matrix. For both layouts, genes are ordered according to their top level functions (either related to cellular component, molecular function or biological process). Furthermore, 2 snapshots are further visualized using a spring layout algorithm and displayed in the last column of the figure.
Fig. S2. A set of known gene interactions recovered by the inferred dynamic networks. The onset and duration of these interactions follow different temporal patterns. The activation of each gene interaction over time is represented as one column. Within each column, if a gene interaction is active a blue dot is drawn otherwise the space is left blank. Hierarchical clustering is performed on the gene interactions and clustering results are displayed on the top of the activation patterns which enables the visualization of block of gene interactions with similar activation patterns that deserves further biological investigations. The specific names of the genes involved in the interactions are not shown to avoid overcrowding the figure. E, L, P, and A stand for *D. melanogaster*’s developmental stages: embryonic, larval, pupal, and adulthood, respectively.
Fig. S3.  (A) The top 20 TF hubs are tracked over time in terms of their degrees. Each row represents 1 hub, and each column represents a time point with the color code corresponds to the degree of the hub. (B and C) Examples of functional decomposition of the genes regulated by the transcriptional factor hub peb and spt4, respectively. E, L, P, and A stand for D. melanogaster’s developmental stages: embryonic, larval, pupal, and adulthood, respectively.
Fig. S4. Illustration of the NIPS academic social network from 1987 to 1999. Tracked words are highlighted, and authors are drawn in rectangles.