Network-based prediction for sources of transcriptional dysregulation using latent pathway identification analysis
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Understanding the systemic biological pathways and the key cellular mechanisms that dictate disease states, drug response, and altered cellular function poses a significant challenge. Although high-throughput measurement techniques, such as transcriptional profiling, give some insight into the altered state of a cell, they fall far short of providing by themselves a complete picture. Some improvement can be made by using enrichment-based methods to, for example, organize biological data of this sort into collections of dysregulated pathways. However, such methods arguably are still limited to primarily a transcriptional view of the cell. Augmenting these methods still further with networks and additional -omics data has been found to yield pathways that play more fundamental roles. We propose a previously undescribed method for identification of such pathways that takes a more direct approach to the problem than any published to date. Our method, called latent pathway identification analysis (LPIA), looks for statistically significant evidence of dysregulation in a network of pathways constructed in a manner that implicitly links pathways through their common function in the cell. We describe the LPIA methodology and illustrate its effectiveness through analysis of data on (i) metastatic cancer progression, (ii) drug treatment in human lung carcinoma cells, and (iii) diagnosis of type 2 diabetes. With these analyses, we show that LPIA can successfully identify pathways whose perturbations have latent influences on the transcriptionally altered genes.

Understanding systemic biological pathways and the key cellular mechanisms that dictate disease states, drug response, and altered cellular function is a significant challenge. What is clear is that no single factor determines the response of a cell. A complex picture has emerged to include traditional genetics, epigenetics, signal transduction, and biochemical processes as well as other factors known and unknown. The result is a dynamic system of biological variables that culminate in an altered cellular state. The challenge is deciphering the factors that play key roles in determining the fate of a cell. High-throughput measurement techniques, such as transcriptional profiling, aid the process by providing a snapshot of the gene transcript levels. However, analyzing the sheer amount of information provided becomes a daunting task alone, which is exacerbated by the possible dependency of gene regulation. Organizing the data according to biological collections, such as gene ontologies, facilitates the analysis but fails to provide the necessary systemic understanding. Ultimately, it is necessary to view the cell as a complex collection of biochemical pathways with an inherent interdependency defined by the cell. By combining our knowledge of biochemical function and cellular pathways with global cellular measurements, it may be possible to create an integrated understanding of the biological factors that dictate the cellular state.

Computational methods exist that facilitate our understanding of altered cellular states. A popular method (now with various extensions as well), developed by Subramanian et al. (1), is gene set enrichment analysis (GSEA). GSEA measures the degree of differential gene expression in a gene set across binary phenotypes. GSEA scores predefined gene sets according to how well the genes within the set will cluster at the top or bottom of a list of genes ranked by differential gene expression scores. There are also approaches that incorporate networks of protein-to-protein interactions (PPIs) into the task of finding transcriptionally altered gene sets (2, 3). This type of approach reports transcriptionally altered regions in the PPI network across binary conditions, effectively constraining the nature of the gene sets reported by information on the manner and extent to which their protein products interact. Such combinations of gene transcription and protein interaction data have been further augmented recently through the inclusion of biological function information (4, 5), bringing to bear additional “context” information. All these methods have been used successfully to find gene sets containing significant amounts of dysregulation, constrained by varying degrees of additional information on the biology of the cell.

Although these methods are capable of organizing the data into prioritized collections of dysregulated gene sets, they were not designed to provide a comprehensive picture of the underlying mechanism(s) by themselves. In fact, the cause of dysregulation is rarely transcriptionally altered but, rather, is typically attributable to the effects of latent pathways positioned to cause or significantly influence the cascade of transcriptionally altered pathways (6, 7). Accordingly, we choose to focus on the identification of these latent pathways. Finding these pathways should provide a greater understanding of the biological mechanisms underlying a given condition or perturbation. For instance, in the case of a disease, this type of discovery may help to uncover the pathogenic mechanisms of the disease; thus, the manipulation of these pathways can be explored for novel treatments.

In this paper, we introduce a computational method for identifying pathways as putative sources of transcriptional dysregulation, called latent pathway identification analysis (LPIA). Because individual pathways are part of a larger biological network of interactions, we use a network-based approach to find these aberrant pathways. In constructing our network, we use three distinct but complementary sources of biological data: (i) biological pathways [taken from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (8, 9)], (ii) biological functions [as compiled in the Gene Ontology (GO) database (10)], and (iii) gene transcriptional response (in the form of mRNA microarray expression profiles) for a pair of binary conditions.

Author contributions: S.S. and E.D.K. designed research; L.P. and L.C. performed research; L.P. and L.C. analyzed data; and L.P., S.S., and E.D.K. wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

Freely available online through the PNAS open access option.

Data deposition: The data reported in this paper have been deposited in the Gene Expression Omnibus (GEO) database, www.ncbi.nlm.nih.gov/geo (accession no. GSE5434).

To whom correspondence should be addressed. E-mail: kolaczyk@bu.edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.1073/pnas.1100891108/-/DCSupplemental.
ditions (e.g., case/control, normal/diseased). The network we construct is a network of pathways, in which links and their weights reflect both the extent to which incident pathways function in ways that produce similar biological outcomes and the differential transcriptional activity of genes coding for proteins common to those pathways. Pathways are then ranked using a measure of their centrality in this network.

Effectively, a pathway is identified as important in our methodology if the evidence in its corresponding differential transcription measurements, as interpreted in the context of its role in the cell biology, suggests that its proteins are strongly associated with the biological outcome of interest (e.g., disease vs. normal). In other words, our LPIA method is designed to identify pathways latent to observed dysregulatory transcription. We demonstrate that LPIA successfully does so in the context of (i) metastatic cancer progression, (ii) drug treatment in human lung carcinoma cells, and (iii) type 2 diabetes.

Results

We analyzed each of the three datasets using LPIA. To provide a point of comparison, we also analyzed each using GSEA (1), a standard method for finding dysregulated gene sets using transcriptional data. We comment on this comparison explicitly only in the first analysis below, because the relative performance of the two methods was qualitatively similar in the other two analyses. The full lists of ranked pathways reported by both methods may be found in Datasets S1, S2, and S3 for the metastatic, geldanamycin, and diabetes analyses, respectively. A description of the implementation details for each method is included in SI Text S2.

Prostate Cancer Metastasis. Our first example was chosen to illustrate the effectiveness of LPIA in identifying pathway dysregulation associated with disease, in part, through its comparison with GSEA. The factors that influence cancer progression can be characterized by cellular signal initiation and transduction, angiogenesis, proliferation, and morphological changes that promote cell adhesion [a review of these processes in metastatic cancer progression is included in the study by Bacac and Stamenkovic (11)]. The process is multifaceted, which is the result of a series of cellular processes operating in concert. We sought to identify the collection of processes differentiating metastatic cancer in the progression of prostate carcinomas.

At a false discovery rate (FDR) control level of 0.20, LPIA and GSEA identified one and four pathways, respectively, as statistically significant. Under stringent prioritization of significance, LPIA uniquely identified the wingless/integration-1 (Wnt) pathway, a causative signaling pathway in the progression of prostate cancers (reviewed in 12), whereas GSEA identified cell cycle, focal adhesion, regulation of actin cytoskeleton, and T-cell receptor signaling pathways that, although important in the biology of prostate cancer, are more peripheral to the central signal that initiates the process of metastasis.

More generally, consider Table 1, which shows pathways implicated in metastatic cancer progression that were identified among the top 10 pathways by either LPIA or GSEA. All 10 pathways reported by LPIA are implicated in metastatic prostate cancer, whereas 7 of the top 10 pathways reported by GSEA have been shown to be of comparable significance. LPIA and GSEA shared an overlap of 5 pathways. Of the cancer-related pathways, GSEA uniquely identified JAK-STAT signaling and regulation of actin cytoskeleton, whereas LPIA uniquely identified MAPK, adherens junction, ErbB signaling, tight junction, and TGF-β signaling. We discuss below those pathways identified by only LPIA and their implication in metastatic cancer.

The latent pathway analysis of the dataset (Table 1) uniquely identified five key pathways in the metastatic progression of prostate cancer beginning with cellular signaling processes responsible for cell proliferation. Disregulation of ErbB signaling corresponds with androgen-independent cell proliferation in prostate cancers (reviewed in 13). Specific to prostate cancer, early stage cancer cells depend on androgen for growth and survival but advanced prostate cancer cells become androgen-independent (14, reviewed in 15). Moreover, three of the four families of ErbB receptors have been shown to enhance proliferation of prostate cancer cells via distinct mechanisms of action (reviewed in 13). Coincident with androgen-independent progression of prostate cancers is the activation of the MAPK pathway and higher levels of the necessary kinases (16). LPIA uniquely identified TGF-β signaling. In metastatic prostate cancer, TGF-β also serves as a tumor promoter (reviewed in 17). Tu et al. (18) demonstrated that dysregulation of TGF-β signaling in prostate cancer plays a causal role in promoting tumor metastasis. Catenin, mediated by Wnt signaling, serves two cellular roles: the first in conjunction with T-cell factors (TCF) in the transcription control of proteins key to cell proliferation and the second as a part of a complex with E-cadherin, an extracellular binding matrix that promotes intercellular adhesion (19, 20). Adherens junction is the process by which E-cadherin mediates cell adhesion in tissue required for morphological changes leading to changes in the phenotype (11, 19, 20). Lastly, tight junction mediates cell motility, and research [these mechanisms are reviewed in the study by Martin and Jiang (21)] shows a significant role for tight junctions in maintaining cell-to-cell integrity, such that perturbations can lead to invasion and metastasis of cancer cells.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>LPIA</th>
<th>GSEA</th>
<th>Mechanisms involved in metastatic prostate cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>ErbB signaling</td>
<td>✓</td>
<td></td>
<td>Increased ErbB expression correlates with androgen-independent cellular proliferation (13–15)</td>
</tr>
<tr>
<td>TGF-β signaling</td>
<td>✓</td>
<td></td>
<td>TGF-β is a tumor promoter in metastatic prostate cancers (17)</td>
</tr>
<tr>
<td>Adherens junction</td>
<td>✓</td>
<td></td>
<td>Cell dissociation via loss of adherens junction; E-cadherin/β-catenin complex and cell-to-cell adhesion (11,19, 20)</td>
</tr>
<tr>
<td>Tight junction</td>
<td>✓</td>
<td></td>
<td>Process that mediates cell motility in metastatic cancers (21)</td>
</tr>
<tr>
<td>MAPK signaling</td>
<td>✓</td>
<td></td>
<td>Mediates signaling pathways involved with cell growth and proliferation in metastatic cancers (11, 16)</td>
</tr>
<tr>
<td>Wnt signaling</td>
<td>✓</td>
<td>✓</td>
<td>Cell-to-cell signaling pathway that mediates β-catenin–induced cell proliferation (11, 19, 20)</td>
</tr>
<tr>
<td>Focal adhesion</td>
<td>✓</td>
<td>✓</td>
<td>Positive regulator of prostate cancer cell adhesion, migration, and invasion (22)</td>
</tr>
<tr>
<td>Cell adhesion molecules</td>
<td>✓</td>
<td>✓</td>
<td>Extracellular proteins that promote migration and mediate cell-to-cell adhesion (23)</td>
</tr>
<tr>
<td>p53 signaling</td>
<td>✓</td>
<td>✓</td>
<td>Dysregulated p53 correlates with prostate cancer pathogenesis (24)</td>
</tr>
<tr>
<td>Cell cycle</td>
<td>✓</td>
<td>✓</td>
<td>Genes involved in progression of the cell through the cell cycle</td>
</tr>
<tr>
<td>Regulation of actin cytoskeleton</td>
<td>✓</td>
<td>✓</td>
<td>Key processes that promote the migratory phenotype of metastatic cancer cells (11)</td>
</tr>
<tr>
<td>Jak/Stat signaling</td>
<td>✓</td>
<td>✓</td>
<td>Growth factor-mediated cellular proliferation pathway (25)</td>
</tr>
</tbody>
</table>
Furthermore, changes in the tight junctions may lead to uncontrolled cell proliferation and detachment/invasion of cancer cells (21). Uniquely identified by LPIA, this collection of dysregulated pathways promotes cell differentiation in metastatic cancer.

**Heat Shock Protein 90 Inhibition via Geldanamycin Treatments.** Our second example was chosen to illustrate the effectiveness of LPIA in identifying pathway dysregulation resulting from drug treatment. We selected an antiproliferative compound that alters cellular signaling by disrupting a signal transduction pathway: geldanamycin, an ansamycin natural product that inhibits the biochemical activity of heat shock protein 90 (Hsp90) (26, 27). Hsp90 is responsible for facilitating normal protein folding; intracellular disposition; and proteolytic turnover of regulators of cell growth, differentiation, and survival (reviewed in 28). Of particular interest is the interaction of Hsp90 with growth factor receptor proteins and the MAP kinases. We compared geldanamycin-exposed human lung carcinoma cells with untreated cells (Methods), using a 50% inhibitory concentration (IC₅₀) for a duration of 24 h and 48 h as well as a 20% inhibitory concentration (IC₂₀) at 48 h. The rationale for selecting the times for cell harvesting and drug concentrations was twofold. First, the cellular response in a collection of cells that are asynchronous with respect to cell cycle could potentially produce heterogeneity in the transcriptional response. Given the typical cell cycle time of 20 h for A549 cells, we chose times for cell collection that were on that time scale. Second, there were two responses that could occur as the result of an antiproliferative agent, the primary response to inhibition of Hsp90 and a secondary response as the result of the apoptotic transcriptional program. Using a concentration lower than the IC₅₀ could potentially minimize the response determined by the induction of apoptosis.

We first approached the analysis of the resulting data as an exercise in drug target deconvolution, irrespective of any previous knowledge or a priori identification of the biological target of geldanamycin. In so doing, the drug treatment needed to be evaluated in light of the following: cell cycle heterogeneity and the time necessary to progress through the cell cycle. A549 cells were simply treated with geldanamycin. An asynchronous collection of cells then continued to progress through the cell cycle, halting at the G2 stage, as a result of geldanamycin treatment. Characteristically at 24 h, the highest KEGG pathway ranked by LPIA was cell cycle; by this time, point cells begin to halt at the G2 phase (29, 30). The IC₅₀ analysis at 48 h appears not to yield a significantly high enough alteration at the transcriptional level in the most significant Hsp90-mediated pathways to identify those most affected by LPIA. In contrast, in the analysis at 48 h of the IC₅₀ treatment, ErbB was ranked at number 1. ErbB is a key pathway targeted by geldanamycin in lung cancer caused by inhibition of Hsp90 and resulting in the initial stages of apoptosis (31). We thus show that LPIA is able to identify the cause of the altered cellular state, namely, changes in the competency of the ErbB signaling pathway as the result of Hsp90 inhibition, cellular death.

Taken together, these results illustrate how LPIA is capable of divining key pathways of dysregulation as the result of drug perturbation. However, because the actual target of geldanamycin, Hsp90, does not appear in a KEGG pathway of cellular functions or processes, we next performed an analysis of Hsp90 client proteins within the KEGG perturbed by treatment with geldanamycin to assess the global cellular effects.

As the target of geldanamycin, Hsp90 and its client proteins have been well documented, easily facilitating analysis of results and consequences of treatment (reviewed in 28). Here, we will use the extent to which pathways are enriched with proteins directly interacting with Hsp90 as a measure of their importance [i.e., being indicative of pathways that are substantially perturbed on a proteomic level (via chemical perturbations) rather than a transcriptional level alone]. Interacting proteins and protein complexes of Hsp90AA1 and Hsp90AB1 that have been experimentally validated either in vivo or in vitro were compiled from the Human Protein Reference Database (release 9) (32). We will assess the performance of LPIA, with respect to determining the effect of geldanamycin on chaperone function at a global cellular level, by evaluating how successful it is at identifying pathways enriched with Hsp90 interactors, from both aggregate and rank-ordered perspectives.

For our aggregate assessment, we first collapsed the top m pathways called by LPIA into a single gene set, for m = 5, 10, 15, and 20 pathways. Each gene set was then compared with the full set of Hsp90 interactors, computing an enrichment P value according to a hypergeometrical distribution. The results show that in all three experiments, the collapsed gene set reported by LPIA is highly enriched with Hsp90 interactors (P values <10⁻⁴ for all cases but IC₅₀ at 24 h with m = 5, which was 0.19). Thus, as a whole, the collection of pathways identified by LPIA is strongly linked to the set of Hsp90 interactors. We then looked at Hsp90 enrichment with respect to individual pathway ranking. We computed a P value for each KEGG pathway, summarizing its enrichment with Hsp90 interactors, and ranked pathways according to their P values. This ranked list, acting as a gold standard, was then compared, in turn, with each of the ranked lists produced by LPIA for all three treatments. Comparisons between the top m pathways of the gold standard and those of the method being assessed were made using both Euclidean distance of rank vectors and number of true-positive findings as a function of m. The results are summarized in Fig. 1. Our analysis illustrates that as we increase the time to 48 h from 24 h for both concentrations, LPIA shows a considerable improvement, particularly at the IC₅₀ concentration. Therefore, in the latter treatments, LPIA provides a better indicator of key pathways of dysregulation as the result of chemical perturbation.

**Type 2 Diabetes.** The third dataset we chose to evaluate was an analysis of the transcriptional differences of skeletal muscle tissue among patients with type 2 diabetes, impaired glucose tolerance, and normal glucose tolerance, as reported by Gallagher et al. (33). We performed the analysis on the two populations possessing the strongest binary comparison: gene transcription of skeletal muscle cells of people diagnosed with type 2 diabetes (45 subjects) compared with that of skeletal muscle cells exhibiting normal glucose tolerance (47 subjects). Under this comparison, LPIA uniquely identified the oxidative phosphorylation pathway after multiple test correction with an FDR level of 0.20. Dysregulation of genes in the mitochondrial oxidative phosphorylation pathway is characteristic of both human diabetic skeletal muscle and liver samples of patients with type 2 diabetes (34, 35). Additionally, muscle biopsies in patients with type 2 diabetes showed decreased activity of mitochondrial oxidative enzymes (36), and analysis of healthy patients revealed that increased levels of intramyocellular lipid content, an indicator of insulin resistance, were caused by inherited mitochondrial oxidative phosphorylation defects (37). Takamura et al. (38) further explored the correlation between obesity and diabetes, showing that oxidative gene expression significantly correlated with insulin resistance and reactive oxygen species generation in liver specimens. Oxidative phosphorylation was not identified at the transcriptional level in the same dataset by Gallagher et al. (33). These results demonstrate that LPIA may be implemented as a diagnostic tool capable of identifying disease characteristics, such as insulin resistance caused by dysfunctional oxidative phosphorylation in patients with type 2 diabetes.

**Discussion**

The analyses performed in these three biological contexts highlight the ability of LPIA to provide effective biological insight into...
altered gene collections than simple clustering methods. However, the underlying biology and the effectors of the altered disease state proved to be illusive without the guidance of cellular systems and pathways to provide the necessary insight into linked cellular processes and understanding of the latent influence on the cascade of transcriptional alterations. To date, enrichment methods and biological gene set categorization have proven useful and more efficient at identifying transcriptionally dysregulated gene collections than simple clustering methods. However, the underlying biology and the effectors of the altered disease state proved to be illusive without the guidance of cellular systems and pathways to provide the necessary insight into linked cellular processes and understanding of the centrality of signal initiation. By incorporating these concepts, our latent pathway analysis is capable of augmenting existing technologies for analysis by resolving the aberrant pathways that give rise to the aberrant phenotype, recognizing that the disease state is more comprehensive than simply a transcriptionally altered pathway (39). In so doing, the utility of our method to characterize disease progression, to facilitate clinical diagnosis, and to provide systemic evaluation of drug-induced cellular alterations as an enabling technology in biomedical research is manifold.

From a mathematical perspective, the nature of the problem we address in this paper is not unlike that of “deconvolution” in image processing, a similarity that has been noted by others in this area [e.g., “drug target deconvolution” (40)]. In the image processing version of this problem, an image, say \( f \), is of interest but one has available only blurred and noisy measurements, say \( y = Kf + e \). Although denoising \( y \) can be relatively straightforward, it only leaves one with an estimate of the blurred image, \( Kf \). To recover \( f \) itself, the effect of the blurring operator, \( K \), must be inverted. However, even in the ideal case where \( K \) is known, this inversion can be ill-posed and the recovery of \( f \) can be severely degraded by the corresponding inflation of the noise, \( e \). When \( K \) is unknown, the degradation can be arbitrarily worse.

In the context of this paper, the transcriptional measurements are analogous to \( y \), the underlying biological state, \( f \), and the cascade of biological processes that produce the transcriptional response as a result of an altered biological state, \( K \). Although it is now standard to report transcriptionally dysregulated gene sets as part of the analysis of transcriptional measurements (and these may, in fact, show high levels of statistical significance), this is arguably analogous only to denoising \( y \) through the mechanism of averaging over gene sets. In contrast, LPIA is more analogous to inverting the effect of \( K \) (i.e., the effect of the underlying biological processes, although at the expected cost of an inflation in noise i.e., note the relative magnitude of \( P \) values for LPIA and GSEA in Datasets S1, S2, and S3).

Further progress on this problem may potentially be had from a model-based statistical analog of LPIA, based on formal principles of statistical modeling and inference. For such, latent factor models are a natural tool. Such models have been used extensively in the bioinformatics literature for the analysis of microarray data. However, to date, they have been implemented almost uniformly in the spirit of so-called “exploratory factor analysis,” which lacks the incorporation of known biological structure to the extent that we have used it in LPIA. More consistent with LPIA would be something in spirit of so-called “confirmatory factor analysis,” incorporating, for example, our pathway/function bipartite network into a model for the covariance of latent factors. We are currently exploring this avenue of research. A preliminary version of these models is described in SI Text, S3, where we use them as the basis for generating data in a simulation study aimed at establishing some initial in silico notions of the sensitivity of LPIA to the strength of the sources of dysregulation.

**Methods**

LPIA. The algorithm at the heart of our proposed method of LPIA is depicted in Fig. 2 and consists of four steps. In steps 1–3, a network graph representation of pathways is constructed that reflects the inherent interdependency among pathways as defined by the cell, through their participation in common biological functions but augmented with measurements of transcriptional dysregulation specific to a pair of binary conditions of interest (e.g., disease/normal). We then calculate, in step 4, how central each pathway is in this network. Finally, the significance of these centrality scores is assessed using a bootstrap-based randomization method, running the above algorithm repeatedly for various bootstrap resamplings of the data (not shown in Fig. 1). Those pathways with significant centralities are reported as potentially important in their latent influence on the cascade of transcriptionally altered pathways.

---

**Fig. 1.** (A) Euclidean distances of the top \( m \) pathways assessed by LPIA from the gold standard list. (B) Number of true-positive findings as a function of the top \( m \) pathways in the gold standard list. The dotted lines in A and B indicate the mean expected by random chance (via simulating random ranked lists) with 1-SD error bars.
More specifically, in step 1, three sources of biological data are assembled: KEGG pathways, GO biological processes, and microarray data from two conditions. In step 2, as an intermediate step to constructing our network of pathways, we first construct a bipartite network, where the two sets of nodes represent (i) KEGG pathways and (ii) GO functions, respectively. An edge exists between a pathway, $P$, and a GO term, $G$, if they share a non-empty intersection of genes. This edge is weighted by the product of the Jaccard index, $J_{P,G}$, and the median of the set of differential expression scores (DE) of the genes in the intersection of $P$ and $G$. Thus the weighted edge, denoted $w_{P,G}$, is

$$w_{P,G} = J_{P,G} \times \text{median}(\text{DE}_{P \cap G})$$

In step 3, we project this two-mode (i.e., bipartite) network onto the corresponding one-mode network formed by the KEGG pathway node set alone. As a result, two pathways are linked in this network if and only if they share at least one biological process. The centrality we calculate in step 4 is an eigenvector centrality, essentially summarizing for each pathway $P$, the frequency with which it would be visited by a random walk on the network, with movement between neighboring nodes being determined by the relative magnitude of the corresponding edge weights.

A more detailed description of the algorithm may be found in SI Text, S1. Implementation details relevant to the analyses reported below in this paper may be found in SI Text, S2. A software implementation of the algorithm is available at http://math.bu.edu/LPIA/.

Datasets for Analysis. To illustrate the effectiveness of LPIA, we used three datasets: (i) comparing localized prostate cancer with prostate cancer metastasis, (ii) comparing geldanamycin-treated lung cancer carcinoma cells with untreated lung cancer carcinoma cells, and (iii) comparing normal glucose tolerance with impaired glucose tolerance in type 2 diabetes. The first dataset was a prostate cancer analysis published by Varambally et al. (41) (accession no. GSE3325). The data analyzed consisted of four replicates of metastatic cancer and five replicates of clinically localized cancer, all of which used Affymetrix U133 Plus version 2.0 microarrays. The second dataset was obtained in our laboratory. We compared lung cancer carcinoma cells treated with an Hsp90 inhibitor, geldanamycin, at various time points and concentrations with mock control groups [GEO database (accession no. GSE26525)]. The third dataset, obtained from Gallagher et al. (33) [GEO database (accession no. GSE18732)], investigated the transcriptional differences of skeletal muscle tissue among patients with type 2 diabetes, patients who exhibit impaired glucose toler-
ance, and a patient population with normal glucose tolerance. We focused our attention on the binary comparison with the strongest disparity, comparing gene transcription of skeletal muscle of people diagnosed with type 2 diabetes (45 subjects) with that of people with normal glucose tolerance (47 subjects).
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