Three-dimensional structure of a sheet crumpled into a ball
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When a thin sheet is crushed into a small three-dimensional volume, it invariably forms a structure with a low volume fraction but high resistance to further compression. Being a far-from-equilibrium process, forced crumpling is not necessarily amenable to a statistical description in which the parameters of the initially flat sheet and the final confinement fully specify the resulting crumpled state. Instead, the internal geometry and mechanical properties of the crumpled ball may reflect the history of its preparation. Our X-ray microtomography experiments reveal that the internal three-dimensional geometry of a crumpled ball is in many respects isotropic and homogeneous. In these respects, crumpling recapitulates other classic nonequilibrium problems such as turbulence, where a system driven by long-wavelength, low-symmetry, forcing shows only rather subtle fingerprints of the forcing mechanism. However, we find local nematic ordering of the sheet into parallel stacks. The layering proceeds radially inward from the outer surface. The extent of this layering increases with the volume fraction, or degree of compression.

Although the global three-dimensional arrangement of a crumpled object is very complex, a remarkable feature of the geometry is that a large fraction of the surface area is relatively flat. The curvature imposed on an elastic sheet by external confinement or forces is concentrated largely in a network of ridges (1, 2), which meet at vertices known as developable cones (3, 4). For a perfectly elastic sheet, the work done in crumpling is stored in the elastic energy of these focused deformations, which is partitioned in finite fractions of bending and stretching energies (1). For most familiar examples of crumpled sheets such as plastic, paper, or metal foils, the strains at ridges exceed the yield strain and the ridges become irreversibly creased into folds. In the crumpled regime, these focused structures must interact simply because of geometric confinement. Understanding the mechanics of an interacting set of folds is a formidable challenge, and it is crucial to obtain experimental insights into their three-dimensional arrangement.

Some important lessons are learned by studying a lower-dimensional version of the problem, that is, the packing of a one-dimensional elastic curve confined in two dimensions. Experiments on the packing of a wire in a circular cage (5) and of sheets pulled through a circular hole (6) showed a new feature: As a curve is confined, it starts organizing into parallel arcs. Based on a recent lattice simulation of this problem (7), it has been argued that true long-range nematic order can be obtained in the thermodynamic limit. In this lower-dimensional problem, it is possible for the curve to pack without any stretching, and therefore, no focused structures are produced even in the limit of zero thickness. However, two-dimensional sheets confined in a spherical space are subject to greater geometric frustration—they cannot accommodate the constraints presented by confinement in all three directions solely by bending. They are forced to stretch and develop Gaussian curvature by bending in two directions (8). It is thus important to come to terms with the fully three-dimen-
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dimension of 8.85 μm ≈ 1/3, thus ensuring that the thickness of the sheet is fully resolved. As can be seen in the 2D slices through the crumpled balls shown in Fig. 1, we are now in a position to extract various quantitative measures of the disposition of the sheet in the crumpled volume.

Results and Analysis

**Mass Distribution.** The simplest representation of the geometry of the sheet is the radial dependence of the volume fraction $\phi(r)$. We ensure, by calibrating with a sample of known geometry, that the mass of film determined from the reconstructed images is not affected by X-ray absorption through the volume of the sphere (see SI Text). As the individual blue curves in Fig. 2A show for nine different crumpled sheets with the same average volume fraction $\phi = 8.5\%$, there is considerable variation of $\phi(r)$ from sample to sample. The black curve, which is the average over these samples, more clearly shows a trend of volume fraction increasing from the interior to the exterior of the sphere. Thus, the most elementary analysis reveals a signature of the low-symmetry route to the final crumpled state, where the confining forces are radial and inward. The large variability within any of the individual samples reflects the very heterogeneous distribution of void space within the ball. This heterogeneous distribution has often been quantified in terms of a fractal distribution of mass (14–17). However, given that there is an overall radial density gradient, a fractal dimension computed from an average over the volume of the ball is not a useful measure of heterogeneity.

The data shown in Fig. 2B compare the radial gradient of volume fraction for three different degrees of confinement. The functional dependence on radial distance does not change significantly with volume fraction over this range of $\phi$. This must of course change at extremely low and high (14) confinement where a more homogeneous distribution might be expected.

**Orientation.** We next move from the location of the sheet to the orientation of sheet within the volume. From the grayscale 3D image, we find the surface normal $\hat{n}$ at all points along the surface. The spatial orientation of the surface normal is quantified by the direction cosine $\hat{n} \cdot \hat{r}$, where $\hat{r}$ is the unit vector from the center of the sphere to the surface point. The distribution of this direction cosine, shown in Fig. 3A, is nearly uniform, thus indicating a near-isotropic distribution of sheet normals. This is a surprising result, given that the crumpling process might be expected to break symmetry between radial and azimuthal directions, and perhaps favor orientation of the sheets parallel to the confining surface, in onion-like fashion. This expectation of alignment by the outer surface is not borne out even as one approaches the surface. In Fig. 3B, we plot the average $\hat{n} \cdot \hat{r}$ as a function of normalized radial position $r/R_0$. The orientation, $\hat{n} \cdot \hat{r}$, does not deviate from the value expected for random orientation, except perhaps within a small region close to $R = R_0$. Except for this boundary layer, the orientation of surface normals is both isotropic and homogeneous within the volume, despite the sheet’s route to the crumpled state.

**Curvature.** The next higher order in the description of the local geometry of the sheet is the curvature of the sheet. In principle, the curvature can be determined from a complete knowledge of the vector field of surface normals $\hat{n}$ (18). However, numerically finding the gradient of this field introduces undesired inaccuracy. We chose to make an independent measurement of the curvature by identifying connected patches of the sheet and fitting ellipsoids to these patches. From the fit parameters, we were able to obtain the two principal radii of curvature, $R_1$ and $R_2$ (> $R_1$), at every point on the patch. The unusual geometry of the crumpled state presents a technical challenge here. Although there are many regions of low curvature, the curvature can change sharply at the stress-condensed regions. Thus, the surface has to be fit with rather small patches. It was not possible to infer large radii of curvature with great numerical accuracy by fitting to small patches in space. We therefore focus our analysis on highly curved regions with radii of curvature <50r, which can be reliably fit. In Fig. 4B, we show, for three volume fractions, the high-curvature part of the histogram of the principal radii of curvature. There is a peak in the histogram at $R_2 ≈ 10r$, independent of volume fraction. The radii associated with the peak in the histogram, $R_1 = 10r$, and with the largest fitted radii, $R_{1,2} = 50r$, are indicated by open circles in Fig. 4A. The value of curvature radius

---

**Fig. 1.** Reconstructed slices through an equatorial plane of three crumpled spheres with average volume fractions of $\phi = 6\%$ ($R_1 ≈ 3.5\ cm$, $R_0 ≈ 0.72\ cm$), 8.5\% ($R_1 ≈ 5\ cm$, $R_0 ≈ 0.82\ cm$) and 22\% ($R_1 ≈ 7\ cm$, $R_0 ≈ 0.75\ cm$), respectively. To remove background noise, all reconstructed images are thresholded before analysis.

**Fig. 2.** Mass distribution. (A) Radial dependence of volume fraction, $\phi(r)$, versus $r/R_0$, the radial distance ($r$) from the center of mass normalized by the radius of the ball ($R_0$). The center of the sphere is defined by its center of mass. The data shown are for spheres with a radially averaged volume fraction $\phi = 8.5\%$. The volume fractions are normalized by $\bar{\phi}$, where the overbar represents a further average over samples. The blue curves are for nine separate samples, to give an indication of the sample-to-sample variability. The black curve is the average of these samples. Error bars indicate the standard deviation. The average mass distribution increases approximately 30\% from the center of the sphere to the exterior. (B) Normalized volume fraction, $\phi(r)/\phi$, versus the radial distance from the center of mass for spheres with $\phi = 6$, 8.5, and 22\%. The red open circles and green open squares correspond to spheres with $\phi = 6$ and 22\%, respectively. The black curve is the average of nine spheres with $\phi = 8.5\%$. The solid line is a best-fit to the equation $\phi_t = \bar{\phi}/\left(1 + C^2/R_0^2\right)$, with an adjustable parameter $C$. For the equation $R_i$ 

---
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at the peak is much higher than that required to introduce plastic folds in the aluminum. The yield stress for Al is 145 MPa (19), and a radius of curvature for yielding of 250 μm may be inferred from the corresponding yield strain. It thus appears that there is a limiting value of curvature beyond which the crumpling process creates new features, rather than compressing existing folds to sharper dihedral angles. As we discuss below, though, the peak at small radius of curvature does not imply a high level of energy condensation (also see SI Text for further details).

From the curvatures we have determined, we identify surface points with one and with both radii of curvature below a cutoff radius, and associate these with folds and vertices, respectively. The cutoff radius, $r_c$, for each $\phi$ is chosen to be the radius at which the histogram falls to half the value of the peak in the curvature distribution, as shown by the dotted lines in Fig. 4B. The number of high-curvature points identified by applying an arbitrary threshold obviously depends on the value of $r_c$. With the definition we adopt, we find that the fraction of surface points associated with folds is 37% and with vertices is 4% for the $\phi = 8.5\%$ sample (Fig. 4 C and D). The large fraction of surface points with small radii of curvature indicates that in this regime of confinement, stress condensation is incomplete and that it is not correct to think of the sheet as largely flat. In Fig. 4C, we display the fraction of points with $R_1 < r_c$ (folds and vertices) as a function of radial position. Fig. 4D shows the same quantity for points with $R_1 < R_2 < r_c$ (vertices). It is evident from these data that the high-curvature parts of the sheets are homogeneously distributed through the sphere, and show no evidence of being preferentially generated at the confining walls. A plausible explanation for the radial increase in volume fraction might have been that the exterior part of the sphere allows more gentle curvature, and therefore that it is energetically preferred to have more of the sheet reside in the exterior. In light of the observation of a homogeneous distribution of high-curvature features, and of the isotropic orientation of the sheet normals, this explanation is not tenable. This homogeneous curvature distribution contrasts with crumpling in two dimensions (6), where curvature is different on a flat sheet, which, unlike in the 2D analogue, is not possible to accommodate without stretching deformations.
Rigidity. Thus far, we have concentrated entirely on local descriptors of the geometry. We now turn to the stacking of facets that is evident in Fig. 1. As a quantitative measure of this local nematic ordering, we study the correlation of the 3D surface normals along the sheet. From each surface point we search along the normal direction for other surfaces in parallel alignment. We label surfaces stacked together in this way within a chosen search radius, and we count the number of sheets layered together in each stack, m. In Fig. 5A, we show, as a function of radial position, r/Ro, the fraction of surface points that are participating in stacks composed of m = 3 to 7. These data for \( \phi = 8.5\% \) reveal a tendency to stack that increases approximately linearly in the radial direction. In Fig. 5B, we show the probability of occurrence of 3-stacks and 6-stacks for different volume fractions. At all three volume fractions we study, the probability of 3-stacks is similar and increases approximately linearly in the radial direction. However, 6-stacks are just beginning to form in the outer layers of the sphere at lower volume fractions and develop more strongly at higher volume fractions. The implication is that stacking is initiated from the outside and progresses inward as crumpling proceeds. Thicker stacks could then be produced by accretion or folding of thinner stacks and are not due to a strong increase in the overall fraction of layered sheet.

As mentioned earlier, the crumpled state spontaneously develops structural rigidity at very low volume fractions without externally imposed design. This rigidity has been attributed to the formation of ridges with high buckling strengths (9, 10). Although there is no direct mechanical verification of either mechanism, the layering shown in Fig. 5 may also be a contributing factor to mechanical rigidity. That is, the structure may be stabilized against external compression by forming multilayered walls rather than pillars. The force threshold to buckle a ridge into smaller ridges (20), or for Euler buckling of a planar region, scales with the bending modulus of the sheet, which grows as \( \propto t^3 \) of the cube of its thickness. If the sheets in an m stack do not slide relative to each other either because of frictional contact or by the ridges that might delimit the edges of the layered region, then the rigidity of such a stack scales as \( (mt)^3 \). Stacking can thus greatly enhance mechanical rigidity. The relationship between stacking and stress condensation remains to be clarified. It has been suggested in studies of phyllotaxy in cabbages that layered arrangements are nucleated between stiff leaf stems (21). A similar mechanism may be operative here, with the folds playing the role of the stem, and forcing sheets in near-contact to make stacks. Even though the stacks are formed under radial compression, they are also isotropically arranged and potentially strengthen the structure against forces in any direction. This is shown in the Inset to Fig. 5A, where we separately display the distribution of orientation with and without the stacked layers. A different result was obtained when a 2D determination of orientation was performed (13). Any arbitrary force applied to the crumpled ball will result in both compression and shear internally. The response of the stack to such a generalized stress state may involve both the self-avoidance of the sheet as well as friction between the sheets.

The detailed geometrical characterization of the crumpled state raises questions that we are currently attempting to address by simultaneous studies of structure and dynamics. However, the principal inference to be drawn from the structural information presented here is that several aspects of the geometry are to a good approximation homogeneous and isotropic, and therefore perhaps amenable to statistical treatment. Despite the low-symmetry path to the crumpled state, it is rather remarkable that from the vantage point of a location in the interior of the ball, no local measurement of geometry points the way to the exterior of the ball.

Materials and Methods

To find the radial distribution of mass, the reconstructed image stack is first thresholded, and then depeckled to remove detector noise. \( \phi(r) \) is determined by counting occupied voxels in spherical shells of thickness \( \Delta r = 3.3t \). We ensure by measurements on a calibration sample that absorption effects do not affect the measured \( \phi(r) \) (see SI Text). We choose to define the radial distance \( r \) from the center of mass of the ball. The exterior hull of the ball is not perfectly spherical, nor is the center of mass necessarily at the geometric center of this hull. However, at these average volume fractions, the differences between these measures is not significant for the results we discuss. The final radius \( R_0 \) is determined from the steep falloff in \( \phi(r) \) at the exterior of the ball and is chosen to be where \( \phi(r) \approx 0.045 \Delta r \). \( R_0 \) is consistent with measurement of the caliper radius of the crumpled ball, averaged over orientation.

The orientation of the sheet is determined by applying a 3D canny edge-detector to find the surface normal \( \vec{n} \) at all points. The edges are smoothed by a Gaussian filter. We use a simple threshold to find in low-intensity surface points.

To measure curvature, the sheet is first thinned by identifying the number of neighbors in a 3 × 3 volume surrounding that point. This procedure renders both surfaces of the sheet to a one-voxel-thick edge. All detected surface points are only counted once. The entire sheet surface is decomposed into connected patches that are fitted to algebraic functions (see SI Text) from which the local curvatures are determined. Our analysis is optimized toward accurate determinations of the high-curvature features of the sheet.

We identify the number of facets stacked between two parallel surfaces by searching in the direction of the normal at each surface point, \( \vec{n}_1 \), at a radius of up to approximately 16t (see the solid circle below Fig. 4A for a visual indication of the search radius). We identify all other surface points along this search direction with normal \( \vec{n}_2 \) that are antiparallel to \( \vec{n}_1 \) as defined by the criterion \( \vec{n}_1 \cdot \vec{n}_2 < 0.97 \). We then return to the raw image to count all occupied voxels between these points with antiparallel normals. \( m \) stacks are identified by dividing this count by the sheet thickness measured in pixels. When the sheets are very tightly stacked, the interior surfaces in contact are not resolved in the images. However, our identification of the number of sheets, \( m \), in the stack is not affected by this complication, because we count the entire mass between the two outermost sheets in the stack.
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Fig. 5. Stacking. Stacks are identified by starting at all surface points on the sheet, traveling in the direction of the normal, \( \vec{n} \), and identifying the number, \( m \), of other surfaces with antiparallel normals within a radius of 16t. For example, \( m = 1 \) represents an isolated part of the sheet, and \( m = 4 \) represents four closely stacked surfaces. The solid circle in Fig. 4 gives a visual sense of the search radius. (A) Fraction of surface points participating in stacking versus distance from the center of mass for different values of \( m \) in one sphere with \( \phi = 8.5\% \). The symbols represent stacks containing \( m = 3, 4, 5, 6, \) and 7 facets (darkest to lightest colored diamonds, respectively). The stacking fraction increases with \( r/R_0 \) for all values of \( m \). (Inset) Histogram of surface orientation, \( \vec{n} \cdot \vec{r} \), for points on stacked surfaces (i.e., \( m = 2 \)) only (blue crosses). We also show for comparison the histogram for all surface points (red plus symbols). This shows that the stacked facets are also oriented isotropically. In B and C, we show stacking fraction versus \( r/R_0 \) for \( \phi = 6, 8.5, \) and 22% (red open circles, black diamonds, and green open squares, respectively) for (B) \( m = 3 \) and (C) \( m = 6 \). As \( \phi \) increases, stacks become thicker.
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SI Text

Validation of Volume Fraction Measurement. The intensity of the X-ray beam is weakly attenuated as it passes through the sample. Because we are interested in an absolute measurement of the radial dependence of the volume fraction, it is important to ensure that the attenuation does not lead to a systematic radial dependence of the detected mass. To ensure that this was the case, we made a reference sample with approximately the same projected mass density as the crumpled ball. This sample was composed of 12 coaxial cylindrical shells with an outer diameter of approximately 1.8 cm, as shown in the transmission image of Fig. S1A. After reconstruction of the three-dimensional image, a stack of 100 horizontal slices was added into one image, as shown in Fig. S1B. Five such stacks were considered in our analysis. From such images, the thickness of each of the 12 cylinders was measured in several different radial directions, as shown in Fig. S1C. No systematic dependence of the thickness on the radial distance was found, thus reassuring us that the effects of absorption were not affecting the measurement. As Fig. S1C shows, there is about ±10% variation in the image intensity. This variation is easily accounted for in the analysis of mass by applying a threshold over a similar range of image intensity.

Determination of Curvature. As discussed in the text, in order to determine local curvature, we identify locally connected patches in a chosen volume (a typical size is 31×31×31 pixels). The connectivity of a single patch is achieved by growing a cube around a single nonzero volume element, one voxel at a time.

Because of the large compression, and the low yield-strain of aluminum, we do not see regions with the saddle-shapes of true elastic ridges. Thus, we can restrict ourselves to fitting these patches to ellipsoids. We use a Levenberg–Marquardt algorithm implemented in the IDL programming environment (http://www.physics.wisc.edu/~craigm/idl/idl.html) to determine best fits. Each fit has nine parameters—three each for the center, diameters, and orientation of the ellipsoid.

After we find the ellipsoid that most closely fits a patch, we use the fitted functional form to find the surface normals at every point in the patch, using \( \hat{n} = \nabla(f)/||\nabla(f)|| \). Then, curvature is found at each point, using (1):

\[
H = -\frac{1}{2} \nabla \cdot \hat{n}, \quad [S1]
\]

\[
K = -\frac{1}{2} \nabla \cdot [\hat{n} \cdot \nabla \hat{n} - (\nabla \cdot \hat{n}) \hat{n}]. \quad [S2]
\]

Identification of connected patches is time-consuming, but the ability to work with analytic functions rather than numerical derivatives greatly suppresses noise. As mentioned in the text, this produces a much less noisy curvature field than obtained by applying the formulae above to the field of surface normals obtained from edge detection (as used in studying orientation of surface normals).

The fitting algorithm that we use to calculate curvature converges much faster and more accurately for patches with higher curvature. By contrast, a flat patch is well-fit by a shallow basin in the parameter space of large-radius ellipsoids resulting in comparably small \( \chi^2 \) values for many different parameters. In these near degenerate valleys in phase space, the algorithm will wander around the valley until the maximum number of iteration steps.

The resulting low curvatures are quantitatively inaccurate. We cannot solve this problem by choosing larger patch sizes because the curvature can change quickly over small regions in space. Thus, we cannot increase the patch size without penalty. However, using smaller patch sizes allows us to fit low radius of curvature areas better.

The range of reliability of the curvature measurements was determined by testing the algorithm on surfaces with known curvature. In Fig. S2, we show the curvature fitted by this procedure of aluminum cutouts and sharp folds, as well as computer-generated spheres and cylinders. As can be seen, principal curvatures with radii of curvature of up to 100\( \text{r} \) were reliably made with the optimal size of patch we chose. Erring on the side of caution, we only show data in the text of this article for radii of curvature \( <50\text{r} \).

We studied systematically the effect of the patch size on the fit quality and fitted parameters. In general, smaller patches might be expected to isolate individual features such as a sharp ridge, with greater spatial discrimination. Thus, a more accurate measurement of sharper features is produced. As the size is increased, there is greater possibility of the patch including a range of shapes that should properly not be fit to an ellipsoid. We studied patches contained within cubes of edge-length equal to 7.5\( \text{t} \), 11.1\( \text{t} \), and 14.6\( \text{t} \). Histograms of the high-curvature regions of the smaller principle radius, \( R_1/t \), from each of these choices of patch size are shown in Fig. S3A. The graphs from patch sizes 7.5\( t \) and 11.1\( t \) peak at the same value. Poorer fits are achieved at higher curvature points. Larger cube size should result in more accurate measurements for the less curved surfaces, but our aim was to measure the high-curvature regions and shall. We use the cube of edge 11\( t \) for the data in the main text of this article. As shown in Fig. S2, the chosen patch-size gives good results when applied to reference shapes.

In addition to a curvature cutoff, surface points that are fit with a \( \chi^2 \) greater than a chosen maximum are discarded. We chose a cutoff value of \( \chi^2 = 0.1 \) both by fitting to shapes of known radius of curvature, as well as by visually checking the quality of the fit for a range of feature types (smoothly curved regions, stress-condensed regions, areas close to junctions of sheets). As can be seen in Fig. S3B, going to a more stringent criterion of \( \chi^2 < 0.01 \) does not change the distribution of curvatures measured. With the chosen parameters for patch size and \( \chi^2 \), we successfully fit about 50–60% of all surface points. Within the range of curvatures that we kept, there was no discernible trend for successful fits, so that we are not systematically rejecting features of one type.

Distribution of Curvature. In the main text of the article, we showed in Fig. 4B the distributions of the two principal radii of curvature \( R_1 \) and \( R_2 \). To point out that the appearance of a peak in Fig. 4B does not immediately argue for a strong spatial condensation of the energy, in Fig. S4 we show the distribution \( P(R_1) \) of the larger of the two principal curvatures \( R_1 \). As can be seen, the sharp peak in the distribution of the radius of curvature is much less emphasized when plotted in terms of curvature. This feature will be smoothed out even further when plotted in terms of the distribution of the energy, which in the elastic regime would go as the square of the curvature (\( E \sim 1/R_1^2 \)). However, it must be noted that the sheet is plastically deformed over much of the range of curvatures shown here.

Fig. S1. Thickness calibration. (A) X-ray transmission image of 12 coaxial cylindrical sheets. (B) Sum of 100 reconstructed image slices. (C) Thickness in pixels of each sheet from the innermost cylinder to the outermost. Different lines of the same color denote different radial cuts in a given stack. Different colors denote different image stacks. The data show that the thickness of a sheet is not a function of the depth at which it is buried inside the sample.

Fig. S2. Measured curvatures using patch size 11×11 plotted against the known curvatures of some reference shapes. The shapes used are the cylinders used in the calibration measurements in Fig. S1 (solid blue circles), and a single sharp fold of the aluminum sheet with thickness t (solid yellow circle, see image in inset), as well as computer-generated cylinders and spheres (red triangles and green squares, respectively).
Fig. S3. Tests of fit procedure as a function of patch size and χ^2 cutoff for a ball with ϕ = 8.5%. The distribution of the minimum principle curvature radius is measured shown in A for three patch sizes, 7.5t, 11.1t, and 14.6t (open green circles, solid blue triangles, and open red squares, respectively). The peak in R_1/t is not a function of patch size at small enough patch sizes. In B, for our chosen patch size of 11t, we show the distribution of curvatures for all fitted surface points with χ^2 < 0.1 (green open circles) and with χ^2 < 0.01 (blue solid diamonds). The χ^2 cutoff does not significantly affect the measured distribution of curvatures.

Fig. S4. The distribution P(C_1) of the larger of the two principal curvatures C_1 = 1/R_1, shown for three different values of the volume fraction ϕ. The curvature is normalized by the thickness of the sheet t.