Mechanisms for low-frequency variability of summer Arctic sea ice extent
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Satellite observations reveal a substantial decline in September Arctic sea ice extent since 1979, which has played a leading role in the observed recent Arctic surface warming and has often been attributed, in large part, to the increase in greenhouse gases. However, the most rapid decline occurred during the recent global warming hiatus period. Previous studies are often focused on a single mechanism for changes and variations of summer Arctic sea ice extent, and many are based on short observational records. The key players for summer Arctic sea ice extent variability at multidecadal/centennial time scales and their contributions to the observed summer Arctic sea ice decline are not well understood. Here a multiple regression model is developed for the first time, to the author’s knowledge, to provide a framework to quantify the contributions of three key predictors (Atlantic/Pacific heat transport into the Arctic, and Arctic Dipole) to the internal low-frequency variability of Summer Arctic sea ice extent, using a 3,600-y-long control climate model simulation. The results suggest that changes in these key predictors could have contributed substantially to the observed summer Arctic sea ice decline. If the ocean heat transport into the Arctic were to weaken in the near future due to internal variability, there might be a hiatus in the decline of September Arctic sea ice. The modeling results also suggest that at multidecadal/centennial time scales, variations in the atmosphere heat transport across the Arctic Circle are forced by anticorrelated variations in the Atlantic heat transport into the Arctic.

Observations reveal multidecadal variations in Arctic surface air temperature (SAT), and amplified Arctic warming similar to that observed in recent decades also occurred during 1930–1940 (1–3). Both observations and climate modeling results suggest that the reduced Arctic sea ice is crucial for the early twentieth century Arctic warming, and internal variability is a very likely cause for that event (3). In recent decades, satellite observations reveal a substantial decline in September Arctic sea ice extent (4). This observed recent Arctic sea ice decline is also found to have played a leading role in causing the observed amplified Arctic surface warming in recent decades (5, 6).

The summer Arctic was projected to become ice-free within a few decades by some climate models used in Coupled Model Intercomparison Project Phase 5 (CMIP5) due to the increase in anthropogenic greenhouse gases (7, 8), or even within the next decade if extrapolating the observed trend (9). These future projections imply enormous social and economic impacts, such as the potential for trans-Arctic shipping. However, the most rapid decline in summer Arctic sea ice actually occurred during the recent global warming hiatus period. The CMIP5 multimodel mean response to changes in anthropogenic radiative forcings exhibits much less decline in September Arctic sea ice extent (SIE) but stronger warming in global mean surface temperature than that observed over the recent hiatus period (10), implying that natural variability might have played an important role in the observed recent decline in September Arctic SIE.

Various mechanisms have been proposed separately for the observed recent summer Arctic sea ice decline, such as the positive ice infrared feedback, i.e., enhanced downward longwave radiative flux due to increased air temperature, water vapor, cloudiness, and reduced sea ice (11, 12); the positive ice albedo feedback (13–15); the warming of the Atlantic water in the Arctic (16–18); the increase in Bering Strait ocean heat fluxes (19); the influence of wind forcing over the central Arctic associated with the Arctic Oscillation (AO) (20, 21) and the nonlinear positive feedback (22) among Pacific inflow, Beaufort Gyre (23), and AO at interannual time scale; and the interaction between the Arctic Dipole (AD) and transpolar ice drift (24–28). The previous studies are often based on short observational records. Some crucial questions remain unknown, e.g., what are the key players for internal variability of summer Arctic SIE at multidecadal/centennial time scales and how do they contribute to the observed summer Arctic SIE decline?

Multidecadal internal variability has been observed in the Atlantic (29), and climate models suggest that the Atlantic Meridional Overturning Circulation (AMOC) variability is a major source for the Atlantic multidecadal variability (AMV) and might be important for the observed opposite trends in Arctic and Antarctic sea ice (30). Both modeling results (31, 32) and multicentury historical records (33) showed that winter Arctic sea ice variability is closely linked to the AMV. The AMOC is suggested to have strengthened since the mid 1970s as implied indirectly by its fingerprints (34, 35). Could a strengthened AMOC have led to an enhanced Atlantic heat transport into the Arctic and thus contributed to the observed recent summer Arctic SIE decline? If the AMOC and the associated Atlantic heat transport into the Arctic were to weaken in the near future due to internal variability, would there be a hiatus in the decline of September Arctic SIE and a delay in attaining a summer ice-free Arctic?

Motivated by the above questions, this paper investigates the internal low-frequency variability of summer Arctic SIE, using a 3,600-y segment of a control simulation from a renowned climate model, Geophysical Fluid Dynamics Laboratory (GFDL) Coupled Model version 2.1 (CM2.1) (36). Three key predictors for internal low-frequency variability of summer Arctic SIE are identified, and they cover a broad range of internal variability in
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the climate system, including both the Atlantic and Pacific ocean heat transport into the Arctic, as well as the atmosphere circulation. A multiple regression model is developed to provide a framework to quantify the contributions of the three key predictors. The advantage of such a long control simulation is the statistical reliability, especially at multidecadal/centennial time scales, which cannot be obtained by short observational records. The estimated contributions of these key predictors to the observed summer Arctic SIE decline are also discussed.

**Multiple Regression and Spatial Pattern**

In this paper, the low-frequency variability refers to the variability at multidecadal/centennial time scales; thus all simulated time series discussed here are 30-y low-pass filtered (LF). At multidecadal/centennial time scales, three key predictors are significantly anticorrelated with September Arctic SIE anomalies in GFDL CM2.1 control simulation (Fig. 1A–C): (i) anomalous annual mean northward Atlantic heat transport across the Arctic Circle (HTATL) \((r = -0.50)\) at 2-y lead, (ii) anomalous annual mean northward Pacific heat transport across the Arctic Circle (HTPAC) \((r = -0.51)\) at 2-y lead, and (iii) anomalous spring Arctic Dipole (AD) \((r = -0.37)\) at 1-y lead. The AD index is defined as the second leading mode (PC2) of spring (April–July) sea level pressure (SLP) anomalies within the Arctic Circle, as the AD’s influence on September Arctic SIE is strongest in spring. Both simulated and observed positive AD patterns exhibit a positive SLP anomaly over Greenland and a negative SLP anomaly over Kara Sea/Laptev Sea (Fig. S1 A and B).

A multiple linear regression model for September Arctic SIE anomalies is derived using anomalous HTATL, HTPAC, and AD as predictors (Methods). The September Arctic SIE anomalies reconstructed by the multiple regression model are strongly correlated with those simulated \((r = 0.75)\) (Fig. 1D), and they have significant high coherence at multidecadal/centennial time scales (Fig. S2 A and B). There is a positive correlation between HTPAC and AD \((r = 0.28)\) with HTPAC leads AD by 1 y), and no correlation between HTATL and the other two predictors. The impacts of standardized HTATL and HTPAC anomalies on summer Arctic SIE are of similar order (Methods). The reconstructed September Arctic SIE explains \(~56\%\) of the total variance. Various nonlinear feedbacks, such as the ice infrared feedback, ice albedo feedback, might contribute to the residual variance not explained by the multiple regression model.

An increase in HTATL induces reduced September sea ice concentration (SIC) at both the Atlantic and Pacific sides of the central Arctic (Fig. 2A), while an increasing in HTPAC induces a slightly stronger (weaker) reduction of September SIC at the Pacific (Atlantic) side (Fig. 2B). The dipole SLP anomaly associated with the positive AD induced an enhanced transpolar wind/ice drift (Fig. 2D), resulting in reduced September SIC at the Pacific side but increased September SIC at the Atlantic side (Fig. 2C). Such opposite SIC changes lead to a smaller impact of standardized AD anomalies on September Arctic SIE than standardized HTATL and HTPAC anomalies (Methods). A reduction in the reconstructed September Arctic SIE anomaly using all three predictors is associated with a reduction of SIC at both the Atlantic and Pacific sides (Fig. 2E).

At multidecadal/centennial time scales, the simulated September Arctic SIE is strongly anticorrelated \((r = -0.88)\) with the simulated September Arctic SAT at zero lag, and all three key predictors for September Arctic SIE can also serve as key predictors for September Arctic SAT. This result is consistent with previous studies \((3, 5, 6)\) that the Arctic SIE variability has a leading role in causing the Arctic SAT variability.

**Mechanisms**

Changes in Arctic sea ice as a whole are mainly affected directly by changes in the thermodynamic energy flux available for the melt/growth of Arctic sea ice and changes in wind forcing that can induce anomalous ice motion in the Arctic. Hence the predictors for September Arctic SIE anomalies are screened in terms of various thermodynamic and wind forcings over the Arctic that have direct causal effects on September Arctic SIE. We take the total scale SIE mass within the Arctic as a whole and ignore the sensible heat storage in ocean, land, and ice, the thermodynamic energy flux available for the net melt of annual mean Arctic sea ice mass is given by \(-F_{SFC} + F_O + F_I\) (equation 8 in ref. 37). Here \(F_{SFC}\) is the annual mean net upward surface heat flux released into the atmosphere within the Arctic Circle, \(F_O\) is the annual mean poleward ocean heat transport across the Arctic Circle, and \(F_I\) is the annual mean poleward ice latent heat transport (i.e., the equatorward ice mass transport multiplied by the latent heat of fusion) across the Arctic Circle. A net outflow of ice is equivalent to an inflow of ice latent heat across the Arctic Circle. Hence the various thermodynamic forcings screened for predictors of September Arctic SIE include \(F_O, F_{SFC}\), and \(F_I\).

At multidecadal/centennial time scales, an enhanced \(F_O\), such as the Atlantic heat transport, leads to a net basal melting and thus a reduction in Arctic ice mass at all seasons, and the response is strongest in Barents Sea/Greenland Sea in spring, fall, and winter and decays from the Atlantic side to the Pacific side (Figs. S3 and S4). An enhanced Pacific heat transport also leads to a reduction in Arctic Sea Ice at all seasons, and the response is strongest near the Bering Strait in spring, fall, and winter and decays from the Pacific side to the Atlantic side (Figs. S3 and S4). The \(F_{SFC}\) variability is dominated by the Atlantic heat transport variability (described in *Surface Heat Flux and Atmosphere Heat Transport*), so an enhanced \(F_{SFC}\) (i.e., a reduced...
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Fig. 2. Spatial pattern. (A–C) Regression of anomalous September SIC on 0.65 million km², 0.58 million km², and 0.32 million km² reduction of September Arctic SIE induced by anomalous HT_ATL (2-y lead) (A), HT_PAC (2-y lead) (B), and AD (1-y lead) (C), respectively (Eq. 2). (D) Regression of anomalous April–July (AMJJ) SLP/Ice motion on AD (1-y lead) as in C. (E) Regression of anomalous September SIC on 1 million km² reconstructed inverted September Arctic SIE anomaly (1979–2013). Note that A–E are LF regressions from CM2.1 and F is unfiltered regression from observation. Thick black lines denote climatological September ice edges. The white lines in A–C and E are due to the polar projection of SIC simulated on tri-polar grids in CM2.1.

Regression of anomalous September SIC on HT_ATL (2-y lead), HT_PAC (2-y lead), and AD (1-y lead) for September Atlantic and Pacific heat transport act as key predictors, whereas HT_FSE and F_I only provide negative feedbacks for September Arctic SIE changes.

The Atlantic water enters the Arctic through two main branches (Fig. 3A): One enters the Barents Sea through the Barents Sea Opening (BSO), the other through the Eastern Fram Strait (FSE) (38). At multidecadal/centennial time scales, the simulated HT_ATL anomalies lead coherent variations in northward heat transport across FSE (HT_FSE), eastward heat transport across BSO (HT_BSO), and Atlantic water temperature along BSO, by 2 y (Fig. S2 C and D). Hence September Arctic SIE anomalies are significantly anticorrelated with HT_FSE (ρ = −0.51) and HT_BSO (ρ = −0.58), respectively, at zero lag. The simulated anomalous HT_ATL is mainly induced by the AMOC variability and lags it by 1 y (Fig. 3C and Fig. S2 C and D). The simulated anomalous HT_PAC is affected by the mean flow advection of anomalous temperature in summer across the Bering Strait, the only Pacific gateway to the Arctic (Fig. 3A), and in phase with the simulated summer Pacific Decadal Oscillation (PDO) Index at low frequency.

The various atmosphere circulation modes (wind forcing) over the Arctic screened for predictors of September Arctic SIE include AD, AO (leading mode of SLP north of 20⁰N), and North Atlantic Oscillation (NAO; leading mode of SLP over the North Atlantic). The simulated AD and AO patterns over the central Arctic in CM2.1 are comparable to those observed (Fig. S1). A positive AD is efficient in causing enhanced transpolar ice drift and thus a reduction in sea ice mass at the Pacific side and a slight increase in sea ice mass at the Atlantic side, with a stronger response in spring/summer and a much weaker response in fall/winter (Figs. S3 and S4). These changes in Arctic ice mass contribute to September Arctic SIE anomalies. Hence, although AD is the second leading mode in SLP, it is a key predictor for September Arctic SIE. Previous studies found that the wind forcing over the central Arctic associated with the AO is important for summer Arctic SIE variability at interannual/decadal time scales during the satellite era (20, 21). Here, at multidecadal/centennial time scales over the entire 3,600-y segment of the control simulation, the AO, which is highly correlated with the NAO, does not have much direct impact on September Arctic SIE. However, winter NAO/AD is involved indirectly through its delayed influence on the AMOC/Atlantic heat transport. Those variables having indirect causal effects on September Arctic SIE, such as AMOC, PDO, and winter NAO/AD, are not taken as predictors and do not improve the multiple regression model predictions if included, because their effects have already been represented by the Atlantic and Pacific heat transport.

Other climate models, such as National Center for Atmospheric Research (NCAR) Community Climate System Model versions 3 and 4 (CCSM3 and CCSM4), also exhibit a large spread in summer Arctic SIE anomalies among individual ensemble members under the same changes in anthropogenic forcing, indicating a strong influence of internal variability on summer Arctic SIE (28, 39, 40). The result in GFDL CM2.1 is consistent with the recent study (28) showing that the AD is very important in driving internal variability in summer Arctic SIE in NCAR CCSM3 through

Fig. 3. Mechanisms for low-frequency variability of summer Arctic SIE. (A) Schematic of Atlantic/Pacific inflow (red/orange arrows) and Arctic ocean circulation. White color reflects observed climatological September SIE over 1979–2013. (B) Schematic of key mechanisms. (C) Simulated LF annual mean AMOC index and HT_ATL anomalies, normalized by their SDs (n(AMOC) = 0.8 Sverdrup). BS, Bering Strait.
its influence on the transpolar ice drift, and the spring AD has the strongest influence.

In spring, fall, and winter, the SIC anomalies within the Arctic Circle mainly appear in Barents Sea/Greenland Sea where the climatology SIC is low; thus, in these seasons, the Atlantic heat transport is the prime driver for low-frequency variability of Arctic SIE, whereas the Pacific heat transport and AD do not have much impact on Arctic SIE, although they can affect sea ice mass in the Pacific side of the central Arctic (Figs. S3 and S4). In summer, the climatology SIC is also low in the Pacific side of the central Arctic; thus summer SIC anomalies in this region are more prominent and significantly anticorrelated with the Pacific heat transport and AD as well, and the three predictors (Atlantic/Pacific heat transport and AD) are all important for summer Arctic SIE variability (Fig. 3B).

**Surface Heat Flux and Atmosphere Heat Transport**

The simulated global zonally integrated poleward ocean heat transport anomalies across the Arctic Circle are dominated by HTATL anomalies, because HTPAC anomalies are negligible (Fig. 4B). In quasi-equilibrium at low frequency, an enhanced HTATL leads to an enhanced upward surface heat flux within the Arctic Circle (FSFC) with 1-y lead (Fig. 4A and B). Because the heat capacity of the atmosphere is very small, and the simulated increase in net upward radiative heat flux at the top-of-atmosphere is negligible, the enhanced FSFC is mainly balanced by a reduced global zonally integrated northward atmospheric heat transported across the Arctic Circle (HTATM), i.e., FSFC and HTATM anomalies are strongly anticorrelated at zero lag (Fig. 4B). Hence an enhanced Atlantic heat transport is compensated by a reduced atmosphere heat transport with 1-y lag. As a result, HTATL anomalies are not efficient for affecting summer Arctic SIE variability, and the impacts of standardized HTATL and HTPAC anomalies on summer Arctic SIE variability are of similar order (Methods). The anticorrelation between global zonally integrated ocean and atmosphere heat transport anomalies is often referred to as Bjerknes compensation (41) and has been found at decadal time scale (42–45). Here, at multiannual/decadal time scales, the Bjerknes compensation across the Arctic Circle is mainly between HTATL anomalies (which dominate global zonally integrated ocean heat transport anomalies) and HTATM anomalies; their anticorrelation is much higher than that at decadal time scale (Fig. 4C and D), and changes in HTATM and FSFC are forced by changes in HTATL, and thus provide a negative feedback to September Arctic SIE variations.

**Implications for Observed Summer Arctic Sea Ice Decline**

The observed September Arctic SIE decline is associated with a decline of September SIC in the central Arctic, with a stronger decline at the Pacific side (Fig. 2F). This observed regression (Fig. 2F) is unfiltered due to the short record (1979–2013), and thus cannot be directly compared with the modeled LF regressions (Fig. 2A–E). Modeling results (Fig. S5A and B) show that the unfiltered regression exhibits a stronger signal at the Pacific side and a weaker signal at the Atlantic side than the LF regression. In the central Arctic, the Atlantic water is located at a deeper layer below the Pacific water; thus it takes a much longer time for the enhanced heat carried by the Atlantic water to penetrate upward to melt the central Arctic sea ice. Hence, at interannual/decadal time scales, HTPAC and AD have a much higher impact on September Arctic SIE than HTATL, while, at multiannual/centennial time scales, the impact of HTATL on September Arctic SIE greatly increases and becomes comparable to HTPAC (Fig. S2A). The unfiltered regression using the short observed record (Fig. 2F) mainly reflects sea ice variations at interannual/decadal time scales, and suggests that positive HTPAC and AD anomalies may have contributed to the observed stronger September SIC decline at the Pacific side of the central Arctic at interannual/decadal time scales. The impact of the enhanced HTATL on the decline of September SIC is mainly at multidecadal/centennial time scales, and thus is barely seen in the unfiltered regressions (Fig. 2F and Fig. S5B) but is more visible (especially at the Atlantic side of the central Arctic) in the LF regression (Fig. S5A). Both simulated and observed September SIC anomalies (Fig. 2E and F) are close to the inner side of the climatological September ice edges in the central Arctic (except the side near Canadian Archipelago and Northern Greenland), because the September SIC at these regions with low climatology (Fig. S5 C and D) is more sensitive to changes in thermodynamic or wind forcing. GFDL CM2.1 has the least climatological mean September Arctic SIE compared with CMIP5 models (Table S1), and this bias in the climatological mean September Arctic SIE corresponds to a poleward shift of the climatological mean September ice edge in GFDL CM2.1 compared with observed (Fig. S5 C and D). This mean state bias in GFDL CM2.1 leads to a biased poleward shift of the simulated September SIC anomalies compared with those observed (Fig. S5B and Fig. 2F). In contrast to the mean state, the simulated low-frequency variability of September Arctic SIE in GFDL CM2.1 is quite representative of those in CMIP5 models (Fig. S6 and Table S1).

The estimated contributions of the Atlantic/Pacific inflow and AD to the observed September Arctic SIE decline are discussed in the rest of this section. So far, there is no direct observation of HTATL, which requires measurements across the entire Atlantic at the Arctic Circle. However, the heat transport across the much narrower BSO (HTBSO) can be measured more easily and has already been observed (46). At low frequency, the simulated HTBSO dominates the anticorrelated ($r = −0.91$) March Barents Sea SIE variability (Figs. 3B and 5A and B), and
The trend of HTPAC from 1979 to 2013 is unknown, but HTPAC has an observed increasing trend of ∼4 TW/decade from 2001 to 2011 (19) and is estimated to have contributed ∼44% of the observed decline trend in September Arctic over this global warming hiatus period, using the simulated simple regression coefficient between 11-y trends of September Arctic SIE and HTPAC (Table S2). This is also consistent with the observed rapid sea ice decline at the Pacific side of the central Arctic during the recent hiatus period.

The above estimates suggest that internal variability associated with the three key predictors could have contributed substantially to the observed summer Arctic sea ice decline. Hence internal variability could be as important as anthropogenic forcing in the observed summer Arctic sea ice decline, and simply extrapolating the short observed sea ice decline would overestimate future changes. There might be a hiatus in summer Arctic sea ice decline if internal variations were to reverse in the near future.

Discussion

The modeling results here suggest that, to predict future summer Arctic SIE variations, it is important to monitor internal variability associated with the three key predictors (Atlantic/Pacific heat transport into the Arctic, and Arctic Dipole), in addition to the focus on anthropogenic changes. The observed summer Arctic SIE decline is outside the simulated range in most coarse-resolution models forced with anthropogenic changes (7, 10, 48), and this might be partially due to a plausible underestimation of internal variability in these models. It might be useful to use high-resolution models to improve simulated changes in the Atlantic/Pacific heat transport into the Arctic to reinvestigate the role of internal variability and accurately project future changes in Arctic sea ice. In both modeling results and observations, the September Arctic SIE variations are significantly correlated with March Barents Sea SIE variations, indicating the important role of the Atlantic heat transport into the Arctic. The estimated increase in the Atlantic heat transport into the Arctic since 1979 is consistent with the strengthening of AMOC since the mid 1970s implied by indirect evidence such as the AMOC fingerprints (34, 35), and could have contributed substantially to the observed summer Arctic SIE decline. If the AMOC and the associated Atlantic heat transport into the Arctic were to weaken in the near future due to internal variability, there might be a hiatus in the decline of September Arctic SIE, and a delay in attaining a summer ice-free Arctic.

Methods

The observed SIE and SIC are taken from National Snow and Ice Data Center (NSIDC) satellite data (49, 50) for the period 1979–2013. The Arctic SIE is defined as the total marine area within the Arctic Circle (66.5°N) with SIC of at least 15%. The climatological September SIE is defined as the total marine area within the Barents Sea with SIC of at least 15%. The climatological September SIE drop below 15%. The observed SLP data are from National Centers for Environmental Prediction (NCEP)/NCAR Reanalysis (51) for the period 1948–2013. The GFDL CM2.1 control simulation used in this study has fixed radiative forcings at year 1860's level (34), and the simulated AMOC exhibits variability at decadal (35) and centennial (52) time scales. The AMOC index is defined as the leading mode in summer North Pacific sea surface temperature. A multiple linear regression model for the 30-y LF September Arctic SIE, Barents Sea SIE and Atlantic SIE anomalies (Fig. 5) is used to quantify the impact of HTFSE which varies coherently with HTBSO (Fig. S7). Here the regression on HTBSO represents the net effect of Atlantic inflow on September Arctic SIE, i.e., it also includes the impact of HTFSE which varies coherently with HTBSO ($r = 0.83$, Fig. S7 C and D).

The observed AD index has an increasing trend of 10.7 hPa/decade (1979–2013). This corresponds to a positive trend of 1.1 hPa over Greenland and a negative trend of 2.1 hPa over Kara Sea/Laptev Sea in spring SLP over the 35-y period, when multiplied by the AD pattern (Fig. S1B). The observed AD anomaly is anticorrelated with the observed September Arctic SIE anomaly ($r = −0.53$, Fig. S8). The observed positive AD trend is estimated to have induced ∼12% of the observed September Arctic SIE decline trend (1979–2013), using the simulated simple regression coefficient between 35-y trends of September Arctic SIE and AD (Table S2). Since the two predictors (HTBSO and AD) are independent from each other, together, they have contributed ∼49% of the observed September Arctic SIE decline trend (1979–2013), i.e., about half of the observed September Arctic SIE decline trend since 1979 might be due to internal variability.

$$
\text{SIE}(\tau) = \beta_{AD}(\text{AD}(\tau - \tau_{AD})) + \beta_{HTAC}(\text{HTAC}(\tau - \tau_{HTAC})) + \beta_{HTBSO}(\text{HTBSO}(\tau - \tau_{HTBSO})) + \epsilon
$$

where the regression coefficients, $\beta_{AD} = -0.013 \times 10^6 \text{ km}^2/\text{TW}$, $\beta_{HTAC} = -0.28 \times 10^6 \text{ km}^2/\text{TW}$, and $\beta_{HTBSO} = -0.0067 \times 10^6 \text{ km}^2/\text{W}$, are derived from the least square best fit. Each predictor is selected at the time lead $\tau$ when it has the maximum anticorrelation with September Arctic SIE. Here $\tau_{AD} = 2\tau$, $\tau_{HTAC} = 1\tau$, and $\tau_{HTBSO} = 1\tau$. 

The observed increase in HTBSO is also found as a prime driver for the recent observed sea ice decline in Barents Sea (46, 47). Hence, at low frequency, the March Barents Sea SIE anomaly can be taken as a proxy for the HTBSO anomaly (Methods). The simulated September Arctic SIE and March Barents Sea SIE anomalies have significant correlation ($r = 0.57$, Fig. S5B) and coherence ($r = 0.57$, Fig. S7A and B) at low frequency, as they are both affected by HTBSO. The observed September Arctic SIE and March Barents Sea SIE also have very similar normalized decline trends from 1979 to 2013, and both have accelerated declines in the recent hiatus period and are highly correlated ($r = 0.69$, Fig. S5C), indicating the important role of the Atlantic inflow. The HTBSO is estimated to have a long-term increasing trend of ∼8.4 TW/decade from 1979 to 2013 (Methods) thus have contributed ∼37% of the observed September Arctic SIE decline trend (1979–2013), using the simulated simple regression coefficient between 35-y trends of September Arctic SIE and HTBSO (Table S2). The correlation on HTBSO represents the net effect of the Atlantic inflow on September Arctic SIE, i.e., it also includes the impact of HTFSE which varies coherently with HTBSO ($r = 0.83$, Fig. S7 C and D).

Fig. 5. Linkage with March Barents Sea SIE. (A) Simulated inverted LF annual mean HTATL and HTBSO, and March Barents Sea SIE anomalies. (B) Simulated LF March Barents Sea SIE and September Arctic SIE anomalies. Time series in A and B are normalized by their SDs [σ(HTBSO) = 3.0 TW, σ(SIEMarch Barents Sea)] = 0.035 × 10⁶ km²]. (C) Observed September Arctic SIE and March Barents Sea SIE anomalies 1979–2013 (normalized by their SDs, 1.1 million km² and 0.14 million km², respectively).
\( T_{\text{PAC}} = 2 \, y, \quad T_{AD} = 1 \, y, \quad \text{and } \varepsilon \text{ is noise. The reconstructed September Arctic SIE anomalies, } SIE_{\text{SIE}}(t), \text{ and the predictors can be normalized by their SDs,}
\[
\frac{\Delta SIE_{\text{SIE}}(t)}{\sigma(SIE_{\text{SIE}})} = -0.65 \frac{HT_{\text{ATL}}(t-2)}{\sigma(HT_{\text{ATL}})} - 0.98 \frac{HT_{\text{BSO}}(t-2)}{\sigma(HT_{\text{BSO}})} - 0.32 \frac{AD(t-1)}{\sigma(AD)}
\]

\[ [2] \]

In addition, the March Barents Sea SIE anomaly can be taken as a proxy for the HTBSO anomaly through a simple regression at low frequency,
\[
\frac{SIE_{\text{BSO}}(t)}{\sigma(SIE_{\text{BSO}})} = \varepsilon
\]

\[ [3] \]

The least square slope between 35-yr trends of HTBSO and March Barents Sea SIE is \( \beta_{\text{BSO}} \approx -0.0107 \text{ million km}^2/\text{TW} \). The HTBSO is estimated to have increased 20TW from 1979 to 2007 (46), and the observed March Barents Sea SIE has decreased 0.21 million km\(^2\) over the same period, resulting in \( \beta_{\text{BSO}} \approx -0.0105 \text{ million km}^2/\text{TW} \), similar to that found in GFDL CM2.1. The HTBSO is estimated to have a long-term increasing trend of \(-8.4 \text{ TW/decade} \) from 1979 to 2013, given the observed long-term decline trend in March Barents Sea SIE (0.09 \( \times 10^5 \text{ km}^2/\text{decade} \) over the same period and CM2.1 derived slope \( \beta_{\text{BSO}} \). The predictors in the regression models refer to anomalies with zero mean, and all regression models are tested with double cross-validation and are robust due to the very large sample size. The maximum anticorrelation between each of the three predictors and September Arctic SIE at the corresponding time lead is significant at the corresponding 99% level using both the two-tailed Student’s t test and the Monte Carlo test.
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18. Woodgate RA, Weingartner TJ, Lindsay R (2012) Observed increases in Bering Strait inflow from 1979 to 2007 (46), and the observed March Barents Sea SIE has decreased 0.21 million km\(^2\) over the same period, resulting in
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Fig. S1. Spatial patterns of simulated (3,600-y segment of CM2.1 control simulation) and observed (NCEP/NCAR reanalysis for 1948–2013) positive phases of spring AD [EOF2 of April–July (AMJJ) SLP anomaly north of Arctic Circle] and winter AO [EOF1 of January–March (JFM) SLP anomaly north of 20°N]. (A) Simulated AD pattern (10% of variance). (B) Observed AD pattern (12% of variance). The AD pattern (EOF2) is dimensionless, and the amplitude of AD is carried by the AD index (PC2). The SDs of simulated and observed unfiltered AD index are 38.5 hPa and 31.7 hPa, respectively. (C) Simulated AO pattern (52% of variance). (D) Observed AO pattern (48% of variance). The AO pattern (EOF1) is dimensionless, and the amplitude of AO is carried by the AO index (PC1). The SDs of simulated and observed unfiltered AO index are 159.7 hPa and 213.8 hPa, respectively.
Fig. S2. Cross-spectral analysis from CM2.1. (A and B) Squared coherence (A) and time lead in years (B) among unfiltered variables (simulated September Arctic SIE anomalies vs. reconstructed September Arctic SIE anomalies, inverted HT$_{\text{ATL}}$, HT$_{\text{PAC}}$, and AD anomalies). (C and D) Squared coherence (C) and time lead in years (D) among unfiltered variables [AMOC index vs. HT$_{\text{ATL}}$ anomalies; HT$_{\text{ATL}}$ anomalies vs. anomalous HT$_{\text{BSO}}$, HT$_{\text{FSE}}$, and TEMP$_{\text{BSO}}$ (averaged Atlantic Water temperature at 200 m along BSO)]. The dashed black lines in A and C are the 99% significance levels.
Fig. S3. Correlation maps between 30-y LF Arctic sea ice mass anomalies (kilogram per square meter) and each of the three LF predictors in CM2.1 at summer [August–October (ASO)] (A–C) and winter [February–April (FMA)] (D–F), respectively. (A and D) Correlations with anomalous HT$_{\text{ATL}}$ (2-y lead). (B and E) Correlations with anomalous HT$_{\text{PAC}}$ (2-y lead). (C and F) Correlations with anomalous AD (1-y lead).
Fig. S4. Correlation maps between LF Arctic sea ice mass anomalies (kilogram per square meter) and each of the three LF predictors in CM2.1 at spring [May–July (MJJ)] (A–C) and fall [November–January (NDJ)] (D–F), respectively. (A and D) Correlations with anomalous HT_ATL (2-y lead). (B and E) Correlations with anomalous HT_PAC (2-y lead). (C and F) Correlations with anomalous AD (1-y lead).
Fig. S5. Comparison of 30-y LF and unfiltered patterns of September Arctic SIC anomalies, and comparison of simulated and observed climatological September SIC. (A) Regression of LF anomalous September SIC on 1 million km$^2$ LF inverted September Arctic SIE anomaly from CM2.1. (B) Regression of unfiltered anomalous September SIC on 1 million km$^2$ unfiltered inverted September Arctic SIE anomaly from CM2.1. The spatial patterns in A and B are similar except the LF anomalies in A are larger in the Atlantic side and smaller in the Pacific side than those unfiltered anomalies in B. (C) Simulated climatological September SIC from CM2.1. (D) Observed climatological September SIC over 1979–2013 (NSIDC data). The thick black lines mark the positions of climatological September ice edge where climatological September SIC drops below 15%.
Fig. S6. September Arctic SIE anomalies (30-y LF) in 19 CMIP5 preindustrial control simulations and in the last 1,000 y from the 3,600-y segment of GFDL CM2.1 control simulation. (A) CMIP5 models 1–5. (B) CMIP5 models 6–10. (C) CMIP5 models 11–15. (D) CMIP5 models 16–19 and GFDL CM2.1. The segments of control simulations with the long-term drifts in September Arctic SIE are not included. The CMIP5 data are downloaded from CMIP5 archive produced and made available by the World Climate Research Programme Working Group on Coupled Modeling, which is responsible for CMIP, and by the climate modeling groups. For CMIP, the US Department of Energy’s Program for Climate Model Diagnosis and Intercomparison provides coordinating support and led development of software infrastructure in partnership with the Global Organization for Earth System Science Portals.
Fig. S7. Cross-spectral analysis from CM2.1. (A and B) Squared coherence (A) and time lead in years (B) among unfiltered variables (March Barents Sea SIE anomalies vs. inverted HT\textsubscript{ATL} and HT\textsubscript{BSO} anomalies, and vs. September Arctic SIE anomalies). (C and D) Squared coherence (C) and time lead in years (D) among unfiltered HT\textsubscript{BSO} and HT\textsubscript{FSE} anomalies. The dashed black lines in A and C are the 99% significance levels.
Fig. S8. Observed inverted Arctic Dipole (NCEP/NCAR reanalysis, blue line) and September Arctic SIE (NSIDC, black line) anomalies from 1979 to 2013 (normalized by their SDs, 31.7 hPa and 1.1 million km$^2$, respectively). The dashed lines are the corresponding trends over the same period.

Table S1. September Arctic SIE (climatological mean and SD of 30-y LF anomaly) in 19 CMIP5 preindustrial control simulations and in the 3,600-y segment of GFDL CM2.1 preindustrial control simulation

<table>
<thead>
<tr>
<th>Model list</th>
<th>Mean, million km$^2$</th>
<th>SD (30-y LF), million km$^2$</th>
<th>Length of control simulation, years</th>
</tr>
</thead>
<tbody>
<tr>
<td>CanESM2</td>
<td>5.1</td>
<td>0.21</td>
<td>996</td>
</tr>
<tr>
<td>CCSM4</td>
<td>9.0</td>
<td>0.14</td>
<td>501</td>
</tr>
<tr>
<td>CESM1-CAM5</td>
<td>8.0</td>
<td>0.16</td>
<td>319</td>
</tr>
<tr>
<td>CSIRO-Mk3-6-0</td>
<td>11.6</td>
<td>0.10</td>
<td>400</td>
</tr>
<tr>
<td>EC-EARTH</td>
<td>10.0</td>
<td>0.26</td>
<td>452</td>
</tr>
<tr>
<td>FIO-ESM</td>
<td>7.8</td>
<td>0.13</td>
<td>800</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>5.3</td>
<td>0.36</td>
<td>800</td>
</tr>
<tr>
<td>GISS-E2-H-P1</td>
<td>8.0</td>
<td>0.26</td>
<td>540</td>
</tr>
<tr>
<td>GISS-E2-H-P2</td>
<td>7.3</td>
<td>0.31</td>
<td>531</td>
</tr>
<tr>
<td>GISS-E2-H-P3</td>
<td>5.7</td>
<td>0.34</td>
<td>531</td>
</tr>
<tr>
<td>GISS-E2-R-P1</td>
<td>7.2</td>
<td>0.20</td>
<td>550</td>
</tr>
<tr>
<td>GISS-E2-R-P2</td>
<td>7.0</td>
<td>0.27</td>
<td>531</td>
</tr>
<tr>
<td>GISS-E2-R-P3</td>
<td>6.4</td>
<td>0.17</td>
<td>400</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>6.0</td>
<td>0.30</td>
<td>576</td>
</tr>
<tr>
<td>IPSL-CM3A-LR</td>
<td>9.0</td>
<td>0.22</td>
<td>1,000</td>
</tr>
<tr>
<td>MIROC4h</td>
<td>5.8</td>
<td>0.08</td>
<td>100</td>
</tr>
<tr>
<td>MIROC5</td>
<td>8.4</td>
<td>0.17</td>
<td>521</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>8.2</td>
<td>0.15</td>
<td>1,000</td>
</tr>
<tr>
<td>MPI-ESM-MP</td>
<td>8.0</td>
<td>0.14</td>
<td>1,000</td>
</tr>
<tr>
<td>GFDL-CM2.1</td>
<td>4.5</td>
<td>0.22</td>
<td>3,600</td>
</tr>
</tbody>
</table>

The segments of control simulations with long-term drifts in September Arctic SIE are not included.

Table S2. Simulated simple regression coefficients between September Arctic SIE and other variables, and the estimated contributions to the observed decline trend in September Arctic SIE

<table>
<thead>
<tr>
<th>Related variables</th>
<th>Simple regression coefficients</th>
<th>Estimated contributions to September Arctic SIE decline trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>35-y trends of September Arctic SIE and HT$_{BSO}$</td>
<td>$-0.039 \times 10^6$ km$^2$/TW</td>
<td>$0.33 \times 10^6$ km$^2$/decade (1979–2013)</td>
</tr>
<tr>
<td>35-y trends of September Arctic SIE and AD</td>
<td>$-0.01 \times 10^6$ km$^2$/hPa</td>
<td>$0.11 \times 10^6$ km$^2$/decade (1979–2013)</td>
</tr>
<tr>
<td>11-y trends of September Arctic SIE and HT$_{PAC}$</td>
<td>$-0.21 \times 10^6$ km$^2$/TW</td>
<td>$0.84 \times 10^6$ km$^2$/decade (2001–2011)</td>
</tr>
</tbody>
</table>