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We design sensors where information is transferred between the sensing event and the actuator via quantum relaxation processes, through distances of a few nanometers. We thus explore the possibility of sensing using intrinsically quantum mechanical phenomena that are also at play in photobiology, bioenergetics, and information processing. Specifically, we analyze schemes for sensing based on charge transfer and polarization (electronic relaxation) processes. These devices can have surprising properties. Their sensitivity can increase with increasing separation between the sites of sensing (the receptor) and the actuator (often a solid-state substrate). This counterintuitive response and other quantum features give these devices favorable characteristics, such as enhanced sensitivity and selectivity. Using coherent phenomena at the core of molecular sensing presents technical challenges but also suggests appealing schemes for molecular sensing and information transfer in supramolecular structures.

An external stimulus that produces a change in an output current is an information transfer event. Information can be transmitted via energy transfer, charge redistribution (CR), charge transfer (1, 2), spin transfer (3), field gating, etc. In a field-effect transistor (FET) (4), changing the gate voltage changes the electrostatic potential in the conductive channel between source (S) and drain (D) electrodes, thus modulating the junction current. In metal–oxide–semiconductor FETs (Fig. 1A), the semiconductor substrate is separated from the gate electrode by an insulating layer that helps to establish distinct electronic states.

The electrostatic potential field that controls the conductive channel of a FET can be generated in hybrid organic–semiconductor–metal devices (Fig. 1B) (5–7). In these devices, the gate is replaced by a self-assembled monolayer (SAM) of molecules such as alkyl phosphonates or dithiolated alkyls, for example. Cooperative effects in the electrostatic interactions can cause delivery of a fraction of an electron charge per molecule (of the order 0.01e) from the monolayer to the substrate, which stabilizes the SAM by drastically reducing the intermolecular electrostatic repulsion (6, 8). Analyte binding to the exposed surface of the SAM causes redistribution of the electronic charge (in particular, around the SAM–substrate interface) that can change the electrostatic potential in the substrate conductive channel. Such a device is a molecular controlled semiconductor resistor (MOCSER) (5, 9–12), where the current is affected by an analyte-dependent gate voltage. Indeed, MOCSER responses can be triggered by analyte binding [including molecules of biological and biomedical relevance (13, 14)] or by radiation (15, 16).

Here, we analyze sensing mechanisms that are based on CR across the receptor element of a FET sensor. In MOCSERs, CR is accompanied by thermal fluctuations. In sensors with a solid-state receptor, CR may occur as an essentially coherent quantum process, depending on the receptor structure and temperature. In the coherent case, the sensing mechanism relies upon the analyte producing detectable charge polarization between two distant sites (see next section).

Experimentally, it was found in MOCSERs that the sensitivity of the output current to interactions with the analyte may increase with alkyl chain length (7) (Fig. 2A), that is, with decreasing coupling between the exposed surface of the receptor and its surface in contact with the substrate (Fig. 1B). This behavior would be expected in the presence of quantum coherence effects in the system response to the analyte binding. However, thermal fluctuations of the SAM produce incoherence in the electronic relaxation, due to electronic–nuclear coupling (7). Yet, the surprising distance–sensitivity relationship reported in Fig. 2 could be explained in terms of incoherent electron transfer (ET) processes through the SAM, as in the last sensing model described in the next section. Indeed, in this study, we go beyond the interpretation of the experiments of Fig. 2, to propose sensing schemes that may enable sensing by exploiting quantum mechanical properties of the detecting system (that is, without the complete loss of coherence in the sensor response to the external stimulus).

Sensing controlled by coherent electronic relaxation is the main focus of this study. The general formalism adopted here produces a unified description of different quantum relaxation processes that enable chemical sensing. The models developed are, thus, widely applicable and testable. We show the richness of functionality and sensitivity that the “smart detectors” modeled here might display, and we provide design strategies to exploit their capabilities. In particular, we investigate the geometric and electronic-structure constraints on the receptor-sensing components that can produce responses to the external stimulus with intrinsically quantum mechanical characteristics. If the feasibility of the approaches described here is experimentally validated, our theoretical conclusions will enable a wide range of sensing technologies that use not only classical electrostatics but also a great variety of quantum mechanical phenomena.

Our investigation is the first step (to our knowledge) toward the rational use of classical and quantum correlations for signal transduction from a triggering event to the output current signal in FET-type sensors. The variety of quantum relaxation processes used for sensing (such as CR (7), the evolution of spin states
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associated with defects in solids (17), electronic energy transfer (18, 19), etc.) promises broad applications, for example in sensors that consist of nano-FET arrays (20). The mechanisms discussed here are especially relevant to processes at the nanoscale, where coherent or partially coherent quantum relaxation is more easily achieved at room temperature, compared to microscale systems.

Results and Discussion

Two-State Model for Coherent Sensing. In this section, we discuss the basic physics behind sensing through coherent CR, using a simple two-state (\(|a\) and \(|d\)\) model for the sensing system. The system Hamiltonian is as follows:

\[
H = \begin{pmatrix}
0 & V_{ad} \\
V_{ad} & \Delta E_{ad}
\end{pmatrix},
\]

where \(V_{ad} = \langle d|\hat{H}|a\rangle\) and

\[
\Delta E_{ad} = E_a - E_d,
\]

with \(E_a = \langle d|\hat{H}|d\rangle\) and \(E_d = \langle a|\hat{H}|a\rangle\). The stationary electronic state is \(|\psi\rangle = c_d|d\rangle + c_a|a\rangle\), and the asymmetry parameter, \(\Delta E_{ad}/V_{ad}\), controls the populations of the two electronic states:

\[
|c_d|^2 = \frac{1}{2} \left( 1 + \frac{\Delta E_{ad}}{\sqrt{\Delta E_{ad}^2 + 4|V_{ad}|^2}} \right),
\]

\[
|c_a|^2 = \frac{1}{2} \left( 1 - \frac{\Delta E_{ad}}{\sqrt{\Delta E_{ad}^2 + 4|V_{ad}|^2}} \right).
\]

Perturbation by analyte binding changes the properties of state \(a\) (e.g., an electronic state localized at the analyte-binding site), and hence the coherent evolution between states \(a\) and \(d\) (e.g., a distinct electronic state whose population determines the output signal of the sensor). The perturbation can change \(\Delta E_{ad}\) and \(V_{ad}\). For example, assuming no charge polarization before analyte binding (\(\Delta E_{ad}/V_{ad} = 0\)) and \(\Delta E_{ad} > 0\) after binding, the population \(|c_d|^2 \approx \frac{1}{2}\) (midway between the initial condition \(|c_d|^2 = 1\)) and the full-polarization limit \(|c_d|^2 = 1\) occurs when \(\Delta E_{ad} = 2|V_{ad}|\). Thus, the magnitude of the energy perturbation required to polarize the system decreases as \(|V_{ad}|\) drops. That is, more weakly coupled systems are more sensitive to analyte perturbation. This trend is reversed when the unperturbed system is asymmetric to begin with, namely, when \(\Delta E_{ad} \gg 2V_{ad}\).

Describing sensing with a two-state model lacks two key ingredients: (i) the two localized states may be coupled to manifolds of receptor surface states; (ii) thermal fluctuations may break the assumption of coherent quantum dynamics. Next, we consider these issues and their implications for sensing. The analysis of these issues will allow us to formulate different sensing approaches (and to provide design constraints and guidelines for their realization) that range from the coherent to the incoherent response of the sensing system to an external stimulus. Two of the sensing schemes described here may be used to interpret the experiments of Fig. 2 (see below), and discrimination between the two will require further experimental investigation. However, the broader aim of our study is to map out potentially useful molecular-sensing strategies that could be implemented and explored in experiments of the future.

Sensing via Coherent Electronic Relaxation. We first model sensing where the perturbing event produces a localized state of the sensing system, which then relaxes coherently to a nearly infinite manifold \(L = \{|l\}\) of one-electron substrate states (Fig. 3). For example, analyte binding produces an excess electron or hole localization (described by either \(|a\rangle\) or \(|d\rangle\), and the Rabi oscillation between these two states is damped by quantum relaxation to the \(L\) manifold. This transient relaxation affects the current through the junction that consists of source, conductive channel in the substrate (Fig. 1), and drain. Note that the physical model specifies neither the localization properties nor the charge donor/acceptor character of \(|a\rangle\) and \(|d\rangle\) (which is set by the initial condition).

Two classes of sensors are considered here. In one kind, the analyte binding prepares the sensing system in the \(d\) or \(a\) state and thus initiates the quantum relaxation process. In the other case, an external stimulus other than the analyte binding (a control signal) prepares the system in the \(d\) or \(a\) state and thus gives rise to the relaxation, whereas the relaxation properties (as determined by the energy and coupling parameters in Eq. 4) depend on whether or not an analyte molecule is attached to the sensing component when the control signal is generated.

The effective electronic Hamiltonian used to model the evolution of the perturbed system is as follows:

\[
\hat{H} = \hat{H}_0 + \hat{V},
\]

where

\[
\hat{H}_0 = E_d|d\rangle\langle d| + E_a|a\rangle\langle a| + \sum_l E_l|l\rangle\langle l|,
\]

\[
\hat{V} = V_{ad}|d\rangle\langle a| + V_{ad}|a\rangle\langle d| + \sum_l (V_{al}|l\rangle\langle d| + V_{dl}|d\rangle\langle l|).
\]

At time \(t\),

\[
|\psi(t)\rangle = c_a(t)|d\rangle + c_d(t)|a\rangle + \sum_l c_l(t)|l\rangle.
\]

The time evolution in Eq. 5 for the initial condition

\[
|\psi(0)\rangle = |d\rangle
\]

was obtained using standard approaches (2) (SI Appendix). Eq. 6 can be interpreted in different ways that allow one to apply the same model to different types of analyte interactions and/or sensor operation. These interpretations are as follows: (i) charge is captured at site \(d\) when the analyte binds to the receptor group (at \(t = 0\), and this charge then relaxes to the \(L\) manifold. (ii) The triggering event (analyte binding or incident radiation) excites an electron charge (Fig. 4) that is stably localized on the anchoring site for \(t < 0\) to another state localized mainly on \(d\), but with nonnegligible couplings to \(|a\rangle\) and \(|l\rangle\). Then, the charge relaxes to the \(L\) manifold as prescribed by \(H\). (Note that this excitation–relaxation process does not require the presence of excess electron charge. The process may involve the local redistribution of an electron charge in a state of higher energy, with larger couplings to other, differently localized electronic states.) Removal of the external perturbation restores the initial localized state. (iii) \(\hat{V}\) is the perturbation caused by analyte binding. \(|d\rangle\) is an occupied frontier spin-orbital in the neutral or charged system that, after analyte binding, is coupled to the other (virtual) orbitals corresponding to \(H_0\). (iv) In a more elaborate sensor, charge localization on \(d\) may be induced by an external source (for example, a gate voltage applied through wiring to the substrate). The perturbation at site \(d\) produced by analyte binding influences the following charge relaxation, thus modulating the current signal. If the system is neutral, the charge localization on \(d\) and its relaxation correspond to different polarizations of the sensing system. In all
of these cases, the model describes charge initially prepared on \( d \) that relaxes “irreversibly” (2) to the \( L \) manifold. This relaxation influences the electrostatic potential in the conducting channel and therefore the FET current. Note that the model described by Eqs. 4-6 also holds if \( |d| \) and \( |a| \) are delocalized surface states, provided that the coupling scheme in Eq. 4c is satisfied.

For \( \psi(0) = |d| \), the time-dependent \( L \) manifold population is (SI Appendix):

\[
P_L(t) = \prod_i |c_i(t)|^2 = 1 - |c_d(t)|^2 - |c_a(t)|^2
\]

\[
= 1 - \frac{4|V_{ad}|^2}{\xi^2} e^{-\frac{t}{\tau}} \left[ \sin^2 \left( \frac{\mu}{2\hbar} t \right) + \sin^2 \left( \frac{\nu}{2\hbar} t \right) \right]
\]

\[
- e^{-\frac{t}{\tau}} \left\{ \frac{1 + \chi^2 + 2\nu \cos \theta}{4} + \frac{1 - \chi^2 - 2\nu \cos \theta}{4} e^{\frac{t}{2\tau}} \right\}
\]

In Eq. 7, the density of \( L \) states \( \rho_L \) was assumed independent of energy, and

\[
\Gamma_d = 2\pi \left| V_{ad} \right|^2 \rho_L; \quad \Delta E_i = \sqrt{\Delta E_i^2 + 4|V_{ad}|^2};
\]

\[
\xi = \sqrt{\Delta E_i^2 - \left( \frac{\alpha}{4} \right)^2} + \Gamma_d \Delta E_i^2;
\]

\[
u = \text{sgn}(\Delta E_i) \sqrt{\frac{\Delta E_i^2 - \alpha^2}{2}};
\]

\[
\Gamma_d = \frac{\Gamma_d}{2} + \nu;
\]

\[
\chi = \frac{\sqrt{\Delta E_i^2 + \left( \frac{\alpha}{2} \right)^2}}{\xi}; \quad \theta = \arctan \frac{-\nu \Delta E_i + \frac{\Gamma_d}{2} + \nu}{\nu \Delta E_i + \frac{\Gamma_d}{2}}.
\]

Because \( \Gamma_d/2 - |\nu| \geq 0 \), Eq. 7 describes population flow to the continuum: \( P_L(t) \rightarrow 1 \) for \( t \rightarrow \infty \) (SI Appendix, Fig. S8). We now focus on the properties, and especially on the timescales, of the CR relevant to practical applications of the model. A critical issue is to reconcile the timescale of \( P_L \) evolution (which modifies the gate voltage) with feasible current measurement times in a device. The analysis below addresses this issue and allows us to formulate design criteria for possible implementations of the sensing mechanism proposed in this section.

Charging the \( L \) manifold correlates with removing charge from the \( a-d \) system, which occurs on timescales that range from the tunneling transition: \( t = 2h/\Gamma_d \) to \( t = 2h/\Gamma_d + 2\tau \) (in Fig. 3, \( \tau = \tau_a \) or \( \tau_d \), depending on the initial state of the sensor. In the timescale considerations, \( \nu \) is assumed positive to simplify the notation). \( \nu \) depends on the asymmetry \( \Delta E_{ad} \) and on \( V_{ad} \) and \( \Gamma_d \) (Fig. 3 and Eq. 8). When these three parameters are all on the order of a millielectronvolt, the electronic relaxation occurs on the picosecond timescale. The relaxation time can be increased by orders of magnitude by decreasing \( \Gamma_d \) or by making \( \nu \sim \Gamma_d \) (SI Appendix, Eq. 4). The former approach leads to a millisecond relaxation timescale for \( \Gamma_d/2 \approx 10^{-11} \) eV (e.g., see SI Appendix, Fig. S8; such a small \( \Gamma_d \) value may be realized in sensor architectures with an insulating layer between the receptor and the substrate). This timescale enables ready current measurement, but coherent (or at least partially coherent) quantum-state relaxation on this millisecond timescale requires a solid-state receptor layer (in this case, de-
The discussion above suggests that sensing through coherent electronic relaxation is accessible. The analysis provides the geometric and energetic constraints on sensor design that are needed to access a millisecond timescale with $\Gamma_L$ values as small as $10^{-11}$ eV. Indeed, these constraints can be relaxed because the decay constant has the general form $\Gamma_L/2 - |\nu|$ (Eq. 8), $\nu$ depends on $V_{ad}$ and $\Delta E_{ad}$, which also influence the sensitivity and time evolution of the system response to a triggering event. $V_{ad}$ can be set by the receptor thickness, whereas $\Delta E_{ad}$ depends on the electronegativity of the $a$ and $d$ sites of the receptor.

To complete our sensor model, we describe the effect of the quantum relaxation process on the FET current. The change in $P_t$ implies CR in the substrate (Fig. 3). We model the source-conductive channel-drain system with a bridge level of unperturbed energy $\epsilon_0$ that changes to the following:

$$\epsilon_1(t) = \epsilon_0 + e\eta P_t(t - t_0),$$

in response to changes in $P_t$. [If the initial condition of Eq. 6 is set for $t = t_0$, $t$ needs to be replaced by $t - t_0$ in the expressions of all state probabilities. Then, $P_t(t_0) = 0$.] The effective interaction parameter $\eta$ depends on the system geometry. In fact, $\eta$ is proportional to the average inverse distance between the substrate surface and the conductive channel. The model describes a single sensing event that starts at $t_0$ in Eq. 7, $t_0 = 0$.

Eq. 10 can be used directly in the modeling of electron transport through solid-state protein junctions (27, 28) or redox junctions (29–32). The semiconductor’s band structure should be used for quantitative descriptions of conduction through typical FET bridges. In this context, CR at the receptor-substrate interface changes the surface state-induced band bending (33).

The current through a junction with symmetric bridge–lead contacts and one bridge level (Eq. 10) is described using the Landauer–Büttiker formalism (34, 35):

$$I(t; V) = \frac{e^2}{\pi h} \int_{-\infty}^{+\infty} d\nu \frac{f_S(\nu; V) - f_D(\nu; V)}{\lambda^2 + (\nu - \epsilon_1(t))^2}. \tag{11}$$

Here, $V$ is the bias voltage, $f_j$ ($j = S, D$) is the Fermi–Dirac distribution of electrode $J$, and $\gamma$ is the molecule–electrode coupling parameter. $\tau_s$ is the characteristic time of quantum relaxation from the initial condition $\psi_{ad, 0}^{\text{ad}}$. The change in $\Delta E_{ad}$ results from series expansion of $\nu$ up to the second order in $\Delta E_{ad}/\Delta E_s$. The second approximation is consistent with CR mediation by $d$. The broadening of the $d$ level by coupling to $L$ is shown.
strength that is assumed energy independent. For \( \eta > 0 \), \( \varepsilon_1 \) increases with \( P_L \), thus decreasing the current for fixed bias. The sensing mechanism is valid irrespective of the conduction regime. To show this, we also consider the limit of incoherent transport via charge hopping, which is the opposite limit of coherent transport (Eq. 11). For a one-level bridge (SI Appendix, Fig. S12), the current is as follows (29, 36):

\[
I(t; V) = e^{\frac{k^D_{ORRO} - k^S_{ORRO}}{k^{S}_{OR} + k^{D}_{OR} + k_{RO} + k_{RO}^{D}}}.
\]

[12]

Here, \( O \) and \( R \) denote the oxidized and reduced bridge, respectively; \( k^D_{OR} \) is the rate constant for electron injection into the bridge from the source; \( k^S_{OR} \) is the rate of back ET to \( S \); and \( k_{RO}^{D} \) and \( k^{D}_{OR} \) denote the ET rates at the \( D \) contact [see the \( t \) and \( V \) dependence of these rates (31) in SI Appendix].

Eqs. 11 and 12 were developed for steady-state currents, but they can also be used to describe time-dependent currents that result from the evolution of \( P_L \) if \( \varepsilon_1 \) changes sufficiently slowly for the current to adjust adiabatically to the value of \( \varepsilon_1(t) \). The requirement for this adiabatic response is \( \tau \gg 1/\gamma \) (clearly, this condition is more easily satisfied for \( \gamma \) values typical of the coherent tunneling regime), that is, the timescale \( (1/\gamma) \) for substrate-electrode ET needs to be much shorter than the characteristic time \( (\gamma) \) for the electronic relaxation to the substrate and the consequent change in the gate voltage. When this condition is satisfied, the model for sensing that consists of Eqs. (7) \((P_L)\), 10 \((\varepsilon_1)\), and 11 or 12 \((I)\) produces signals as in Figs. 5 and 6 (signals on much shorter timescales are shown in SI Appendix). The influence of the triggering event on the current is similar in the Landauer–Büttiker and hopping models. The induced relative change in the current is larger for a hopping mechanism, but the absolute values of the current and its change are larger for coherent tunneling.

In Fig. 5, electronic charge transferred to the substrate surface changes the gate voltage, thus increasing \( \varepsilon_1(t) \) and reducing the current. (Note that, depending on the localization properties of the \( d \) and \( l \) states, the CR produced by the electronic state \( \varepsilon_2 \) now is localized initially at site \( \varepsilon_1 \) and using Eq. \( P_e \) for the parameter choices in Fig. 6. The influence of analyte binding on the receptor properties is modeled as a change in \( \Delta E_{ad} \). The signal sensitivity to this change depends on the value of \( V_{ad} \) with respect to the range of \( \Delta E_{ad} \) values sampled during sensing. In general, the thickness (which controls \( V_{ad} \)), the surface chemistry (which determines \( \Delta E_{ad} \)), and the rigidity of the receptor are key design parameters, as highlighted in the above analysis and further detailed in SI Appendix.

We conclude this section by considering the case where analyte binding prepares the system in an initial (quantum) state localized at the binding site \( a \):

\[
\ket{\psi(0)} = \ket{a}.
\]

[13]

As in the case of Eq. 6, Eq. 13 may be used to describe many physical situations. The time-dependent population of the \( L \) manifold is now (SI Appendix):

\[
P_L(t) \equiv \sum_l |C_l(t)|^2
\]

\[
= 1 - \left( 1 + \chi^2 + 2\chi \cos \theta \right) e^{-\frac{\varepsilon}{4} t} + \frac{1 - \chi^2}{4} \cos \left( \frac{\theta}{h} t \right) - \chi \sin \theta \sin \left( \frac{\theta}{h} t \right) + \frac{1 + \chi^2 - 2\chi \cos \theta}{4} e^{\varepsilon t}
\]

\[
+ \left( \chi^2 + \frac{|V_{ad}|^2}{\varepsilon^2} \right) \left[ \sin^2 \left( \frac{\theta}{2h} t \right) + \sinh^2 \left( \frac{\theta}{2h} t \right) \right] + \frac{\mu \Delta E_{ad} + \nu V_{ad}}{\varepsilon^2} \sinh \left( \frac{\theta}{h} t \right) - \chi^2 \cosh \left( \frac{\theta}{h} t \right)
\]

\[
+ \frac{-\nu \Delta E_{ad} + \mu V_{ad}}{\varepsilon^2} \sin \left( \frac{\theta}{h} t \right) + \chi^2 \cosh \left( \frac{\theta}{h} t \right) \right) e^{-\frac{\varepsilon}{4} t}.
\]

[14]

Substituting Eq. 14 into Eq. 10 and using Eq. 11 or 12 yield signals such as those shown in Fig. 7.

In the time range shown in Fig. 7, the rate of current decrease for a given \( V_{ad} \) drops with increasing \( \Delta E_{ad} \). This behavior, which is the opposite of that shown in Fig. 5, arises because the excess charge now is localized initially at site \( a \), which is distal to the substrate, and the \( d-a \) Rabi oscillations required for relaxation to the \( L \) manifold of substrate states have a decreasing amplitude (as well as a decreasing average transition probability) as \( \Delta E_{ad} \) increases.

All of the above signals plateau to the values corresponding to \( P_L(t) = 1 \) or \( P_L(t) = 1 \) for sufficiently long observation times.
Fig. 5. Normalized signal vs. time (t) at a bias voltage V = 1 V, from the model described by Eqs. 7, 10, and (A, C, and D) 11 or (B) 12. I_0 is the current before sensing the perturbation at t_0 = 0.015 ms (C) or t_0 = 5 ps (D). Other parameters are: eV = 0.2 eV, \gamma = 0.1 eV, e_0 - e_F = 0.2 eV with e_F = -5.3 eV [as for gold (48)], T = 298 K (A, B, and D) or T = 100 μK (C), z = 0.3 eV, (A-C) Γ_0/2 = 10^{-11} eV or (D) Γ_0/2 = 10^{-5} eV, V_{ad} = 10^{-5} eV (black lines) or V_{ad} = 0.02 eV (cyan), and ΔE_P is 2·10^{-2} eV (solid lines) or 0.02 eV (dashed lines). The two ΔE_P values chosen may simulate the effects of thermal fluctuations or of the analyte. The signal is larger for the smaller V_{ad} value irrespective of the ΔE_P value.

(e.g., see SI Appendix, Fig. S2). Hence, the signals in each figure differ by the rate of variation between the initial (before sensing) and final plateaus. This behavior was observed in the experiments of Fig. 2 at longer times. However, no quantum coherence is generally expected in these experiments, due to thermal fluctuations that are not included in the modeling of this section. The above models are relevant to sensors where the receptor and substrate support (at least partially) coherent electronic dynamics. Within the limits of applicability of such models, many facets of the pertinent quantum dynamics can be exploited in a device (e.g., the counterintuitive dependence of the signal on the a–d distance, depending on the initial charge localization, and other quantum effects described in SI Appendix).

Sensing Based on Analyte Diffusion and Coherent CR. The model of the previous section is expanded here to include a manifold R = \{ r \} of electronic states near the exposed receptor surface that is directly coupled to \{ a \}, but not to \{ d \} and L. CR in this system (SI Appendix) may be used as in the above sensing mechanism, namely, one could conceive a (nano)detector that senses the external stimulus through the induced quantum relaxation of the sensing system state to the two manifolds of surface states in the substrate. However, the presence of two manifolds also allows us to develop a different sensing mechanism based on the charge distribution in the L and R manifolds at the end of the electronic relaxation process. In this model, the influence of the analyte on the equilibrium charge distribution between the L and R manifolds (that is, between the exposed surface of the receptor and the receptor–substrate interface) is the sensing mechanism. Analyte diffusion determines the timescale for occupation of the receptor sites (with a cumulative observable effect on the charge distribution between the L and R surface state manifolds), and thus dictates the timescale of signal detection. The electronic Hamiltonian is given by Eq. 4a with:

\[
\begin{align*}
\hat{H}_0 &= E_d |d\rangle \langle d| + E_a |a\rangle \langle a| + \sum_l E_l |l\rangle \langle l| + \sum_r E_r |r\rangle \langle r|, \\
\hat{V} &= V_{ad} |a\rangle \langle d| + V_{ad} |a\rangle \langle d| + \sum_l (V_{ad} |l\rangle \langle d| + V_{ad} |d\rangle \langle l|) \\
&+ \sum_r (V_{ad} |r\rangle \langle a| + V_{ad} |a\rangle \langle r|).
\end{align*}
\]

Two sensing mechanisms based on this one-electron Hamiltonian model are now examined. In one case, none of the one-electron states in Eq. 15 is occupied by the system in the absence of analyte, i.e., \{d\}, \{a\}, \{l\}, and \{r\} are virtual states. Analyte binding places the system in the \{a\} (Eq. 13) or \{d\} (Eq. 6) state. At time t,

\[
|\psi(t)\rangle = C_d(t) |d\rangle + C_a(t) |a\rangle + \sum_l C_l(t) |l\rangle + \sum_r C_r(t) |r\rangle.
\]

The system state relaxes to L and R with a characteristic time \tau (SI Appendix), so that the final occupation of the L manifold, which appreciably influences the gate voltage, is:

\[
P_L(t \gg \tau) = \frac{\Gamma_d}{\Gamma} \frac{1}{1 + 4V_{ad}^2 \tau^2}.
\]
Fig. 6. Normalized current signal vs. time, for a sensing mechanism in which a control perturbation produces the time-dependent current \( I(t) \) and the event subject to detection alters this current. Eq. 11 models the current. The model parameters are as follows: \( t_0 = 0.15 \text{ ns}, T = 298 \text{ K}, e_V = 0.2 \text{ eV}, \lambda = 0.3 \text{ eV}, \Gamma_d/2 = 10^{-3} \text{ eV}, \Delta V_{sd} = 2 \times 10^{-3} \text{ eV} \) (black lines) or \( \Delta V_{sd} = 0.02 \text{ eV} \) (cyan lines), and \( \Delta E_a = kT/2 \) (that is, a donor–acceptor energy gap within thermal fluctuations) before sensing, whereas this gap increases by 0.06 eV due to the sensed event.

\[(\Gamma_a \text{ is defined similarly to } \Gamma_d \text{ in Eq. 8}, \text{ with } a \text{ and } L \text{ replacing } d \text{ and } R) \text{ for the initial condition in Eq. 13, or as follows:}
\]

\[
P_L(t \gg \tau) = \frac{\Gamma_d}{\Gamma} \left[ 1 + \frac{\Gamma d}{\Gamma} \right] \text{erfc}\left( -\frac{t - t_0}{2\sqrt{Dt}} \right)
\]

for the initial condition in Eq. 6. We assume that, in the system under study, \( \tau \) is negligible compared with the timescale for analyte diffusion to the receptor. This assumption is appropriate for many detectors where the analyte is sensed on second-to-minute timescales. Then, the occupation probability of \( L \) switches “instantaneously” from \( P_L = 0 \) (or \( P_L = 0 \)) to the value in Eq. 17 (18) because of interaction with the analyte. This value depends on the system properties and is denoted \( P_L(P_L) \).

In another variant of the sensing mechanism, Eq. 17 or 18 describes the equilibrium distribution of the polarizable charge in the absence of analyte. This charge may be a valence electron of the neutral system, or an excess charge previously injected in \( a \) or \( d \) by a control external perturbation. Memory of the past evolution of the system is incorporated in the population of the \( L \) manifold before analyte binding. In fact, this population is described by Eq. 17 if the charge was initially localized at site \( a \), or by Eq. 18 if its initial localization was at \( d \). \( P_L^0 \) (\( P_L^0 \)) is the unperturbed equilibrium value of \( P_L \) (\( P_L \)). The analyte changes the system properties (that is, at least one of the coupling parameters \( V_{sa}, \Gamma_a \), and \( \Gamma_d \)), so that \( P_L^0 \rightarrow P_L(P_L^0 \rightarrow P_L) \).

In both sensing mechanisms, integration of the sensing system modeled by Eq. 15 in a FET allows one to distinguish between external stimuli at the \( a \) or \( d \) sites, provided that the charge distribution in Eq. 17 or 18 is not erased by thermal fluctuations and/or “communication” between the \( L \) and \( R \) manifolds on the timescale of the measurement. In fact, when analyte binding causes displacement of charge initially localized on site \( a \), decreasing \( |V_{sd}| \) (i.e., thickening the receptor layer; Fig. 5) decreases charge storage in \( L \) (Eq. 17). In contrast, if the analyte causes charge displacement from \( d \), thickening the receptor increases the \( L \) manifold population (Eq. 18). Thus, depending on the electronic properties of the system and on the localization of the external stimulus, changes of the current from the unperturbed stationary value may increase or decrease with increasing receptor thickness, as described by the dependence of the substrate surface state (\( L \)) population on the \( d-a \) coupling in Eqs. 17 and 18, and shown in Figs. 8 and 9. Selective sensing in enabled by responses such as those illustrated in Figs. 8A and B or 9A and B (namely, by application of the present sensing model) if different analyte species produce different initial charge redistributions in the receptor, according to Eqs. 17 and 18. The FET output signals in these figures are obtained by combining the above model for CR induced by analyte binding with a model for the analyte diffusion to the exposed surface of the receptor.

We model diffusion of the analyte as a one-dimensional process that obeys Fick’s second law with boundary conditions of constant analyte concentration at a distance \( y \) above the top of the receptor, where the \( a \) sites are located. If diffusion begins at \( t = t_0 \), the joint probability that an analyte molecule reaches the sensing surface and interacts with any receptor site \( a \) at time \( t \) is:

\[
p(y, t) = p_0 \text{erfc} \left[ \frac{y}{2\sqrt{Dt(t - t_0)}} \right]
\]

\( D \) is the diffusion coefficient and \( p_0 \) is the interaction (or binding) probability. In contrast to the model of the previous section, it is not necessary to have very small values of \( \Gamma_a \) and \( \Gamma_d \) to obtain current signals on a long timescale, since the timescale of the change in the current is determined by analyte diffusion. Hence, the model may also be applied to the MOCSERs if the timescale of molecular motion is longer than that of electronic relaxation, if the charge distribution in Eq. 17 or 18 is sufficiently stable with respect to molecular motion, and if the influence of the nuclear

Fig. 7. Normalized current signal vs. time, for \( V = 1 \text{ V} \), using the model that consists of Eqs. 14, 10, and (A) 11 or (B) 12. A (B) is the analog of Fig. 5A (Fig. 5B) for the initial condition in Eq. 13. The model parameters, line styles, and colors are as in Fig. 5.
motion on the charge distribution does not erase or exceed the CR produced by the sensed event.

To describe conduction through the FET junction, the energy of the bridge level is modeled as follows:

\[ E_1(t) = E_0 + \eta \left\{ [1 - p(y,t)]P_{LL} + p(y,t)P_{LR} \right\}, \tag{20} \]

where Eq. 17 is used. \( \{P_{LL}, P_{LR}\} \) is replaced by \( \{P_{LL}, P_{LR}\} \) in Eq. 20 when Eq. 18 is used. \( P_{LR} \) or \( P_{LL} \) is zero for the sensing mechanism where the triggering event creates the charge distribution in Eq. 17 or 18.

The model for sensing on the timescale of analyte diffusion described in this section consists of Eqs. 19 (analyte diffusion), 17 or 18 (CR in the substrate, near the receptor, due to the analyte), and 11 (current). The cases \( P_{LR} = 0 \) (first sensing mechanism) and \( P_{LR} \neq 0 \) (second sensing mechanism) are considered in Figs. 8 and 9. As expected from Eqs. 17 and 18, the decrease in the current is more (less) pronounced with increasing \( \Gamma_d \), if the external perturbation occurs at the \( a \) (\( d \)) site (compare Fig. 9A and B). For \( P_{LR} \neq 0 \), the dependence of the signal on \( \Gamma_d \) can be inverted, depending on the changes in \( \Gamma_d \) and \( \Gamma_a \) caused by the analyte.

We expect that the conditions for the applicability of the present model to MOCSERs (see above) are likely very difficult to achieve, because thermal fluctuations and the long-range coupling between the \( L \) and \( R \) manifolds in most such molecular sensors can erase or exceed the charge distribution described by Eqs. 17 and 18. However, if the conditions of validity for the present model are satisfied (e.g., in systems were nuclear fluctuations are not effective in erasing the electronic charge distribution of Eqs. 17 and 18; note, however, that the feasibility of this condition needs to be established experimentally), our theoretical analysis yields the chemical–physical underpinnings of signals such as those in Fig. 2. In this case, Fig. 2 can be directly compared with Fig. 8 or Fig. 9.

Decoherence between the \( L \) and \( R \) populations, which may arise when the direct \( L \)–\( R \) couplings cannot be disregarded as in Eq. 15b, would erase the information on the localization of the external stimulus at the \( a \) or \( d \) site, but would allow for a different sensing mechanism, as shown in the next section.

Sensing Based on Analyte Diffusion and Incoherent CR. The couplings between \( L \) and \( R \) states were neglected above because they were assumed to be sufficiently small that they have a negligible effect on the timescale \( \tau \) of coherent CR. (The \( a \)–\( L \) and \( d \)–\( R \) couplings are not included in the model, because the occupation probabilities of the \( a \) and \( d \) sites are neglected on the \( \tau_{\text{incoherent}} \) timescale.) In contrast, these couplings may be nonnegligible and produce incoherent CR on a timescale \( \tau_{\text{incoherent}} >> \tau \). We describe CR between \( L \) and \( R \) in terms of equilibration of ET between the two manifolds of states. This model may describe the experimental data in Fig. 2. In fact, in the underlying experiments, the receptor is a (flexible) molecular layer and the current signal is generated by analyte diffusion on a timescale.

Another assumption of the sensing model in this section is that analyte diffusion to the receptor occurs on a timescale.

Fig. 8. Normalized current signal vs. time for \( V = 1 \) V, with (A) \( \gamma = 0 \) or (B) \( \gamma = 0 \), and CR induced by the sensed event starting from the initial condition in (A) Eq. 13 and (B) Eq. 6. Eqs. 17, 19, 20, and 11 were used. We set \( \rho_0 = 1 \), \( t_0 = 1 \), and \( \gamma \) in Eq. 19, hence arbitrary units (a.u.) for time (depending on the system); \( \gamma = 0.2 \) eV, \( \gamma = 0.1 \) eV, \( \gamma = 0.2 \) eV, \( T = 298 \) K, \( \lambda = 0.3 \) eV. The \( a \)-\( d \) coupling in the absence of analyte is \( \eta = 10^{-3} \) eV (\( \eta = 0.01 \) eV) for the black (cyan) line and is doubled after binding, whereas \( \Gamma_d = \Gamma_a = 2 \times 10^{-3} \) eV.

Fig. 9. Normalized current signal vs. time, using Eq. 13 and for \( P_{LR} \neq 0 \), \( I(t) \) is the current in the absence of analyte. \( I \) is obtained by using \( \Gamma_a = \Gamma_d = 2 \times 10^{-3} \) eV and Eq. 20 with \( \rho = 0 \). Eqs. 17, 19, 20, and 11 are used. After analyte binding, \( \Gamma_a \) and \( \Gamma_d \) change in (A) \( \Gamma_a = \Gamma_d = 5 \times 10^{-3} \) eV and (B) \( \Gamma_a = \Gamma_d = 0.02 \) eV. The other parameters and the color code are the same as in Fig. 8.
that is longer than \( \tau_{\text{incoherent}} \). The binding of analyte to the \( a \) sites perturbs the energy differences among the \( L \) and \( R \) states (hence, the \( L-R \) free-energy difference), thus leading to CR (repolarization) and to a consequent change in the electrostatic potential field in the conductive channel.

Incoherent CR is described by the classical master equations:

\[ \frac{d|C_i|^2}{dt} = -|C_i|^2 \sum_l k_{il} + \sum_l |C_i|^2 k_{li}, \]  
(21a)

\[ \frac{d|C_i|^2}{dt} = -|C_i|^2 \sum_l k_{li} + \sum_l |C_i|^2 k_{il}. \]  
(21b)

In Eq. 21, \( k_{il} \) (or \( k_{li} \)) is the rate constant for ET from \( |r \rangle \) to \( |l \rangle \) (from \( |l \rangle \) to \( |r \rangle \)). In this simple model, we assume that the ET rates are described by Marcus nonadiabatic ET theory. For \( t \gg \tau_{\text{incoherent}} \), the quantum information encoded in the \( L \) and \( R \) populations for \( t \sim \tau \) is lost. Assuming an average energy difference \( \Delta E \) between the \( L \) and \( R \) states, this simple model leads to the Boltzmann result (see SI Appendix for the definition of \( \tau_{\text{incoherent}} \)):

\[ P_L(t \gg \tau_{\text{incoherent}}) = \frac{1}{1 + \exp(-\Delta E/k_B T)}. \]  
(22)

Analyte binding changes \( \Delta E \) to \( \Delta E' \), and thus alters \( P_L(t \gg \tau_{\text{incoherent}}) \). Using an electrostatic model for \( \Delta E \) and making a multipole expansion of the charge distribution on an analyte particle (e.g., TATP in ref. 7), one obtains the following:

\[ \Delta E' = \Delta E + \frac{A_1}{\Lambda} + \frac{A_2}{\Lambda^2} + \cdots. \]  
(23)

where \( \Lambda \) is an effective distance between the regions where the \( L \) and \( R \) populations are distributed. \( \Lambda \) is approximated by the average \( a-d \) distance if \( L \) and \( R \) are manifolds of surface electronic states. After modeling \( \Lambda \), one may obtain time-dependent currents similar to those in Fig. 2 using Eq. 22 in combination with Eq. 19 for the analyte diffusion, Eq. 20 for an effective bridge energy level in the junction, and Eq. 11 or 12 (or a band model) for the conduction. The model predicts that the output current signal increases or decreases with increasing \( \Lambda \) (as in the experiments of Fig. 2), depending on the expansion coefficients in Eq. 23 and, especially, on the sign of \( A_1 \). More detailed applications of this incoherent model require estimates of \( A_1 \) and are beyond the scope of the present study. The models developed above are summarized in Table 1.

### Conclusions

We have provided a theoretical framework and designed guidelines for molecular-sensing devices based fundamentally on quantum dynamical effects. The theory links different sensing mechanisms and establishes the limits for their applicability, depending on FET device architectures and material proper-
ties. The coherent charge relaxation models require the use of solid-state materials for their implementation. One of the possible applications is, for example, to insulated and suspended gate FET devices (37, 38) that may use a selective layer made of conducting polymer (37). Application of the proposed sensing mechanisms to the devices in refs. 37 and 38 would require assessing both (i) the degree of coherence attainable and (ii) the measurement timescales allowed by different types of receptors. In other classes of sensors, the perturbing event directly changes the conductivity of a film between source and drain (39–45), and thus only one manifold of surface states should be used to model these systems.

Polaron models (2, 46) may be used to describe the receptor–substrate system and the conductance through the FET junction in future extensions of this study. The quantum master equation (2) or the reduced hierarchy equations of motion approaches (47) could be used to develop a general treatment of the incoherent evolution of the system after analyte binding. Our study (i) offers an in-depth analysis of sensing based upon coherent quantum relaxation processes, including device design constraints; (ii) affords a clear framework for future research; (iii) fosters explicit links between chemical sensing and quantum information theory, thus paving the way to use coherent control techniques (21) for molecular sensing. However, the feasibility of the proposed mechanisms for chemical sensing in practical detectors needs and deserves to be further studied theoretically and to be explored experimentally, in light of the encouraging comparisons with the experimental data of Fig. 2.

ACKNOWLEDGMENTS. We thank Prof. Peng Zhang of Duke University and Prof. Spiros Skourtis of the University of Cyprus for helpful discussions. We also thank Dr. Tali Aqua and Dr. Eyal Capua from the Weizmann Institute of Science for experimental studies associated with Fig. 2. We also thank the US Department of Energy for support of this research (Grant SC0010662).