Frequency preference and attention effects across cortical depths in the human primary auditory cortex
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Columnar arrangements of neurons with similar preference have been suggested as the fundamental processing units of the cerebral cortex. Within these columnar arrangements, feed-forward information enters at middle cortical layers whereas feedback information arrives at superficial and deep layers. This interplay of feed-forward and feedback processing is at the core of perception and behavior. Here we provide in vivo evidence consistent with a columnar organization of the processing of sound frequency in the human auditory cortex. We measure submillimeter functional responses to sound frequency sweeps at high magnetic fields (7 tesla) and show that frequency preference is stable through cortical depth in primary auditory cortex. Furthermore, we demonstrate that—in this highly columnar cortex—task demands sharpen the frequency tuning in superficial cortical layers more than in middle or deep layers. These findings are pivotal to understanding mechanisms of neural information processing and flow during the active perception of sounds.

Auditory perception starts in our ears, where hair cells at different places in the cochlea respond to different sound frequencies. The spatially ordered arrangement of neural responses to frequencies (tonotopy) that arises from this transduction mechanism is preserved in subcortical (1, 2) and cortical stages of processing, where neuronal populations form multiple tonotopic maps (3, 4). At the cortical level, tonotopic maps describe systematic changes along the surface. In the orthogonal direction (i.e., perpendicular to the cortical surface), aggregates of neurons with parallel axons have been reported (5, 6). These anatomical observations of cortical microcolumns inspired invasive electrophysiological investigations in cats (7), demonstrating that frequency preference is constant across cortical depth (i.e., frequency columns). Since this early study, frequency columns have been observed in a variety of animals (3, 8–10), and a columnar organization has been suggested for other acoustic properties (10, 11). Despite this anatomical and physiological evidence from animal models, the role of cortical columns in auditory perception is not understood (6, 12, 13). To unravel intracolumnar computations, it is of fundamental importance to analyze the transformation of information across cortical depths. Differences in cell types and in patterns of input and output projections suggest a distinct role of cortical layers in neural information processing (5). In particular, behavioral demands and ongoing brain states can modulate the functional properties of layer 2/3 neurons, suggesting that supragranular neuronal populations may be of fundamental relevance for the processing of sensory information in a context-dependent manner (14). Recordings in the primary auditory cortex of animals have shown differences across layers in response latency (15, 16), in frequency selectivity (i.e., tuning width) (8, 16), and in the complexity of neuronal preference to acoustic information (i.e., receptive field) (17). However, the reports are not concordant across species. Moreover, most of the knowledge regarding auditory columnar processing has been obtained in anesthetized animals, making its relation to human behavior unclear.

To date, there is no functional evidence for a columnar organization and for the layer-dependent processing of sound frequency in the human auditory cortex from either invasive or noninvasive recordings. In this study, we address this question noninvasively using high magnetic field (7 tesla) functional magnetic resonance imaging (fMRI) at high spatial resolution and specificity (18, 19). We acquired functional images in the primary auditory cortex (PAC) of five healthy volunteers and estimated the best frequency (BF) responses voxel-by-voxel. Then, by analyzing the 3D spatial variations of these responses, we identified the PAC regions with a stable arrangement of BF across cortical depths. The term “column” has been used with multiple meanings in the past (13). Here, we refer to columnar regions where the variation of frequency with depth is significantly smaller compared with the frequency variation orthogonal to depth (i.e., across the surface) (SI Text). Further, we examined the functional differences across cortical layers by estimating the cortical depth-dependent changes in frequency tuning during an auditory and a control visual task. We hypothesized that additional top-down processing engaged by the auditory task would modulate the frequency tuning of fMRI responses in the PAC in a cortical depth-dependent manner. Finally, we simulated how the observed changes of frequency tuning across layers and tasks may result in behaviorally relevant changes of neuronal population-based sound representations.

Significance

To the best of our knowledge, our data provide the first imaging evidence compatible with columnar processing of sound frequency in the human auditory cortex. Our study depicts the human auditory cortex with unprecedented spatial detail and demonstrates the feasibility of acquiring submillimeter functional images outside visual/motor cortices, setting the stage for a wide range of research possibilities. Our results elucidate the role of cortical layers in bottom-up and top-down processing of sounds, and suggest that ongoing behavioral goals shape population-based sound representations especially in superficial layers of A1 columns. These results may inform and improve computational models of auditory cortical processing and may be relevant for understanding neurological conditions that do not yet have an imaging “biomarker” (e.g., tinnitus).
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**Results**

**Initial Identification of the Primary Auditory Cortex and High-Resolution Cortical Sampling.** Each volunteer underwent two scanning sessions. In the first session, we acquired a tonotopic functional localizer with a magnetic resonance (MR) acquisition weighted by the effective transversal relaxation time ($T2^*$-weighted) covering the entire auditory cortex (SI Text). Data from these measurements were used to obtain large-scale tonotopic maps and to identify the most likely location of the PAC in each individual. This information was used for positioning the higher resolution functional measurements in the second session. Furthermore, in the first scanning session, we collected high-resolution (0.6 mm isotropic) anatomical data [weighted by: longitudinal relaxation time ($T1$-weighted; $T1w$); proton density (PD-weighted; PDw); and the effective transversal relaxation time ($T2^*$-weighted; $T2^*w$) (in three of the five subjects)]. The combination of $T1w$ and PDw images resulted in unbiased anatomical images with a good contrast between white matter and gray matter (20). These images were used to obtain a precise definition of the gray matter cortical ribbon (Fig. 1 A–C) and to derive a 3D surface grid (Fig. 1D) enabling the sampling of an fMRI signal at the white/gray matter boundary (Fig. 1E) and at different relative cortical depths (Fig. 1F and SI Text). Points at different cortical depths on the grid follow the direction of maximal cortical thickness variation (Fig. 1G). We refer to this direction as the “columnar direction” of the grid. This process was limited to the PAC region as localized by the large-scale tonotopic responses and the high-resolution myelin-related contrast (when available) that was obtained combining $T1w$ and $T2^*w$ images (21). This procedure resulted in the segmentation of the most medial two thirds of the Heschl’s gyrus (HG), in agreement with previous human postmortem anatomical studies of the human PAC (22). In agreement with

![Fig. 1. Illustration of the anatomical segmentation procedure. Anatomical images (A) are segmented to identify the white matter (B) and gray matter (C) in the region of interest [Heschl’s gyrus (HG)]. The white/gray matter boundary is used to reconstruct 3D surfaces (blue in E; with cortical curvature (light gray, gyrus; dark gray, sulcus) in F). The gray matter region is used to estimate the cortical thickness and obtain regularly spaced grids ($n = 3$; red, green, and blue in D, F, and G) used to evaluate the distribution of functional responses orthogonally to the white/gray matter boundary (i.e., columnar direction).](image)

![Fig. 2. Single-subject (subject 3 and subject 4) results. The overall response to the sounds (F-Map; FDR corrected $q < 0.05$), intracortical anatomical contrast related to myelin ($T1/T2^*$), and tonotopic maps (auditory task, visual task, and average) are projected on the individual surface reconstruction of the right temporal cortex. For all other subjects, see Fig. S1.](image)
previous literature (23), we estimated the average cortical thickness of this region of interest to be 2.7 mm (SE across participants = 0.06 mm).

**Analysis of Tonotopic Responses Averaged Across Cortical Depths.** In the second session, we acquired high-resolution (0.8 mm isotropic) functional images weighted by the transversal relaxation time (T2-weighted). The high specificity of the T2-weighted measurements came at the cost of a limited field of view (SI Text). During the measurements, participants listened to frequency sweeps (1,000 ms long, upwards and downward, each spanning a frequency range of 0.4 octaves, exponential change of frequency over time) centered at six frequencies (0.2–6.4 kHz) while fixating on a centrally displayed cross. Per stimulation block, sweeps with one center frequency were presented (eight sweeps per block with an intertrial interval of 1 s). Additionally, within a block, the center frequency of sweeps varied ±0.1 octaves around the block’s center frequency. As a result, sweeps across blocks did not overlap in their frequency content. Both upward and downward sweeps were presented. The fixation cross, which was white during silence, changed to either blue or red together with sound presentation. During each run, participants were asked to perform a visual or an auditory task (six blocks per task). In the visual task, subjects had to indicate the color change (blue vs. red) of the fixation cross. In the auditory task, subjects had to indicate the direction of the sweep (up vs. down). In gerbils, learning to categorize up and downward sweeps has been previously shown to induce changes in the neuronal representations at the level of PAC neurons (24), and we hypothesized that our task would also induce measurable effects at the level of neuronal populations in the human PAC.

The functional data were analyzed to estimate the responses to all conditions (six frequencies for each of the two tasks) using a standard general linear model. For a first quality assessment, the data were averaged across depths and projected on the surface boundary between white matter and gray matter. In all subjects, the sounds elicited significant [using a threshold (q) corrected for multiple comparisons using false discovery rate; q(FDR) of <0.05] responses in the right medial two thirds of HG and the adjacent Heschl’s sulcus (HS). Furthermore, responses were present in the portions of planum temporale and polare that were included in the acquisition field of view (Fig. 2 and Fig. S1). The voxels’ BF was determined as the frequency eliciting the strongest response (4) for the two tasks separately. When examining the spatial layout of BF (averaged across cortical depths) (Fig. 2 and Fig. S1), all subjects showed a mirror-reversed topographical organization of frequency preference (tonotopy) for both tasks. Specifically, a region of low frequency preference was present on HG. Regions preferring higher frequencies were located posterosmedially and anterolaterally to HG (4).

**Mapping of the Cortical Depth-Dependent Organization for Frequency Processing.** After this initial analysis, we investigated whether frequency preference was constant across cortical depths. We sampled the single voxel functional responses to sounds of all six center frequencies in the depth-dependent grid space, independently for the two tasks. For each task, this analysis resulted in frequency response profiles for each grid point in the range (0.2–6.4 kHz). Per task, we estimated each grid point’s BF (the frequency eliciting the strongest response) and, using a fitting procedure (SI Text), the full width at half maximum (FWHM) of the frequency response for that grid point. We obtained an estimate of tuning width (TW) as the ratio between the grid point’s BF and the FWHM. The tonotopic maps at different cortical depths were presented together with error bars indicating the SE across subjects. At superficial cortical depths (0.25 relative cortical thickness), TW values were significantly higher for the auditory task compared with the visual task, indicating narrower tuning ($P < 0.05$; paired t test).

![Fig. 3. Single-subject columnar analysis.](image)

![Fig. 4. Task-dependent modulation of tuning width across cortical depths.](image)
Within iso-frequency lines). Averaging across octave intervals and responses spanning one octave (i.e., we calculated the surface area lower. We then measured the cortical area covered by re-to the maximum frequency and to the frequencies one to four oc-

taves lower. We obtained an estimate of 16 mm² (± 3 mm², SE) for each individual subject. Across subjects, the average median value of R was 0.2 (SE = 0.02). Values greater than R = 1 indicate regions where the tonotopic map varied more along the cortical surface than across cortical depths (the columnar direction). Note that this procedure may underestimate columnarity in regions that present a stable frequency preference within spatially extended patches on the cortical surface. In each subject, we tested for significance of the frequency columnarity ratio with permutation testing (SI Text). The analysis was repeated for both tasks, and the regions that, after permutation testing, resulted in a significant (P < 0.05 uncorrected) columnarity ratio in at least one of the tasks were selected. We refer to these regions as frequency columns. The average significant threshold of R across our participants was 0.49 (SE = 0.0045). We found such regions in the most medial portion of HG in all subjects (Fig. 3 and Figs. S2–S5). We demonstrated the reliability of these regions by comparing measurements taken several days apart (Fig. S6) and addressing potential confounds of the acquisition (Fig. S7). At lower cortical depths, the columnar region in HG was character-
ized by high intracortical contrast related to myelin (measured in vivo in three subjects) (Fig. S8), a characteristic of the primary auditory cortex (21, 22).

To quantify the cortical distribution of frequency in highly columnar regions of the PAC, we calculated on each partici-

pant’s cortical surface the iso-frequency contours corresponding to the maximum frequency and to the frequencies one to four oc-
taves lower. We then measured the cortical area covered by re-
sponses spanning one octave (i.e., we calculated the surface area within iso-frequency lines). Averaging across octave intervals and subjects, we obtained an estimate of 16 mm² (±3 mm², SE), per octave.

**Task- and Layer-Dependent Modulations of Frequency Tuning.** Within the identified columnarly organized HG regions, we did not observe significant changes in the overall fMRI response with task. This result is possibly due to the relative simplicity of both tasks: Behavioral performance was of 91% and 92% for the auditory and visual tasks, respectively, with no significant difference across tasks and subjects. Furthermore, frequency pre-

ference did not show any significant change across the two tasks. Instead, we observed a narrower tuning width during the auditory task compared with the visual task (Fig. 4). At the group level, the difference was significant (P < 0.05, paired t test) at superficial cortical depths only. This finding suggests that a selective refinement of acoustic information occurs within a column and that top-down information relevant to behavior acts primarily in superficial layers and to a lesser degree in deeper layers. In fact, in our experiment, narrower frequency tuning allowed better discrimi-

nation at the neuronal population level between upward and downward sweeps. A simulation of tonotopic responses with BF and TW in the ranges obtained with our fMRI responses illustrates this effect (Fig. 5, Right and SI Text).

**Discussion**

Our results provide direct evidence of a stable arrangement of frequency preference across depths of the human primary au-
ditory cortex (Fig. 5, Left). We analyzed the gradients of frequency preference on the cortical surface and across cortical depth in the right HG and adjacent HS in five healthy volunteers. By doing, so we did not identify single discrete columnar entities, but rather showed that the most medial portion of HG exhibited significantly smaller variability of the population frequency preference in the direction orthogonal to the cortical surface compared with the rest of the imaged field of view. We refer to this region as a highly columnar region of the cortex. The identifica-

tion of the columnar region in single subjects was remarkably stable across tasks even at several days of separation. Further, the columnar locations exhibited higher cortical contrast related to myelin in deep sections of the cortex, a characteristic of the PAC (22). To achieve high spatial specificity and resolution, our func-
tional (T₂-weighted) scans were acquired with field of view restric-
tion and covered one hemisphere.

The presence of regions with almost constant frequency preference across cortical depth reflects the relevance of frequency processing in these cortical regions, but by itself it does
not reveal the nature of the computations that are performed within these regions. To investigate the nature of these computations, we analyzed cortical depth-dependent changes induced by different tasks. Previous literature has shown that fMRI can detect layer-dependent signal changes using both T2*-weighted and T2-weighted measurements (25–30). We analyzed the different changes induced by the auditory and visual tasks on the frequency population tuning and selectivity. We were able to show that population level frequency responses sharpen with cortical depth when attending to the auditory stimuli. These results provide strong evidence that acoustic information processing in primary cortical areas is modulated by task demands, a result that has been debated in the literature (31–34). Further, we demonstrate that attention can selectively improve neural processing of acoustic information within a column by sharpening the receptive field in upper cortical (supragranular) layers (Fig. 5, Center). At the neuronal population level, this effect results in increased distance between the responses to upward and downward sweeps (Fig. 5, Right). The sharpening of the tuning width may be explained by the task-induced phase reset of frequency-selective neuronal populations, which has been shown to have the most pronounced effects in supragranular auditory layers (35, 36).

Previous animal studies have shown that the shape of receptive fields of primary auditory neurons can be modulated by a detection (37) and discrimination (38) task compared with passive listening. Here, by asking participants to perform either a visual or auditory task, we were able to modulate population frequency responses and observe these changes noninvasively with fMRI. These changes were visible despite the relatively weak manipulation of attention (task performance was 91% and 92% for the auditory and visual task, respectively). The effective relation and relevance to behavior of this mechanism need to be further investigated: e.g., by manipulating parametrically the difficulty of an auditory task.

Our study of frequency preference paves the way for in vivo investigations into the fine-grained representation and processing of acoustic properties in auditory cortex. Using complex stimuli, such as dynamic ripples and natural sounds, it is possible to derive the neuronal population preference to spectrotetemporal acoustic properties beyond frequency (39). Together with these studies, these methods used in the present study can be extended to investigate cortical depth stability or laminar variability of neuronal population tuning to other acoustic features, such as spectral and temporal modulations, aural dominance and binaural interaction, and frequency sweep direction (10, 11, 16). Finally, this study provides the basis for investigating neuronal population receptive field changes during increasingly complex auditory and multisensory tasks. Specifically, future studies of auditory feature detection, discrimination, and learning will enable the generalization of the top-down mechanism we uncovered here.

Materials and Methods

Five subjects (median age = 25 y, all females) participated in the study. The subjects had no history of hearing disorder or neurological disease. The Institutional Review Board (IRB) for human subject research at the University of Minnesota granted approval for the study, and procedures followed the principles expressed in the Declaration of Helsinki. Informed consent was obtained from each participant before conducting the experiments.

In a first session, we measured high-resolution (0.6 × 0.6 × 0.6 mm³) anatomical images, allowing a precise definition of the gray matter cortical ribbon (20) and the functional activation elicited by amplitude-modulated tones (n = 5; with voxel size = 1.5 × 1.5 × 1.5 mm³) (SI Text). These measurements covered the entire right hemisphere of each subject, and the large-scale tonotopic maps obtained from the analysis of these data were used to localize the primary auditory cortex (PAC) individually. Additionally, in three subjects, this analysis was complemented by the acquisition of high-resolution (0.6 × 0.6 × 0.6 mm³) anatomical data whose contrast is related to the myelin content, enabling an anatomical localization of the PAC (21).

Using this individually tailored localization information, in a second session, we zoomed into the functional responses of individuals’ right PAC by acquiring high spatial resolution (nominal voxel size = 0.8 × 0.8 × 0.8 mm³) T2*-weighted functional data. Sounds were blocked with respect to center frequency and were presented in silent gaps between the acquisitions of functional volumes to reduce contamination with the scanner noise. All data analysis was performed at the individual subject level. To evaluate the reproducibility of our results, we asked one of the participants (subject 5) to perform the full experiment a second time at several days distance and repeated the analysis independently for the two datasets.
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Subjects. Five subjects (median age = 25 y, all females) participated in the study. Subject 5 participated twice in the study to assess the reproducibility of the results.

Auditory Stimuli. In the main experiment, stimuli consisted of 1,000-ms-long frequency sweeps (upward and downward; spanning 0.4 octaves; sampling rate 16 kHz) centered at six different central frequencies (0.2, 0.4, 0.8, 1.6, 3.2, and 6.4 kHz). For each center frequency, we also created sweeps with a center frequency ±0.1 octave. For example, for the first center frequency (0.2 kHz), additional sweeps with a center frequency at 0.187 kHz (0.2 kHz – 0.1 octave) and 0.214 kHz (0.2 kHz + 0.1 octave) were created. Because sounds were presented in blocks, this small variation in the sounds’ center frequency was implemented to minimize neuronal adaptation and subject disinterest. All stimuli were created in MATLAB (Mathworks Inc.). During the IMRI scanning, subjects were asked to attend either the direction (up vs. down) of the sweep (auditory task) or the color (red vs. blue) of the fixation cross that changed concomitantly with sound presentation (visual task) and respond using an MR compatible button box (two alternative forced choice).

Because the MRI acquisition sequence used for the main experiment covered only a limited portion of the brain (see Functional and Anatomical MRI Measures), we identified the most likely location of the primary auditory cortex (PAC) in individuals before commencement of the main experiment (session 2). That is, in a separate session (session 1), we acquired functional data in response to a tonotopic localizer. In this localizer, the stimuli consisted of sounds grouped into eight conditions (three tones and five semantic category conditions). We analyzed only the responses to the tones. Amplitude-modulated tones were created in MATLAB (8 Hz, modulation depth of 1) with a carrier frequency of 0.45, 0.5, and 0.55 kHz for the low-frequency condition; 1.35, 1.5, and 1.65 kHz for the middle frequency condition; and 2.25, 2.5, and 2.75 kHz for the high-frequency conditions. Sounds were sampled at 16 kHz, and their duration was cut to 800 ms.

In both the main study and the localizer, sound onset and offset were ramped with a 10-ms linear slope, and their energy (root mean square) levels were equalized. Inside the scanner, ~60-dB sounds were presented with an MR compatible audio system designed with piezoelectric elements (linear frequency transfer function up to ~8 kHz; Sensometrics). This intensity is necessarily loud because, despite the use of silent gaps in the volume repetition time (TR), the sounds have to compete with the loud scanner noise that happens just before and after the presentation of each sound.

Before starting the measurement, sounds were played to the subject, and the intensity of individual sounds was further adjusted to equalize their perceived loudness.

Overview of the Study. Each subject participated in two separate scanning sessions (subject 5 repeated session 2 twice for reproducibility purposes). In session 1, we acquired high-resolution anatomical data and low-resolution functional gradient-echo echo planar imaging (GE-EPI) data. These functional GE-EPI data were used solely for defining the region of interest for the acquisitions in session 2. Other than that, they did not enter the analyses reported here. The high-resolution anatomical data were resampled to match the resolution of the functional data of session 2 and were used for segmentation and for the cortical sampling analysis (see below).

In session 2, we acquired low-resolution functional data and high-resolution functional gradient- and spin-echo (GRASE) data. These functional GRASE data were acquired within the slabs defined by the functional localization achieved in session 1 and were used in all analyses described below. To align these high-resolution functional data (of session 2) to the high-resolution anatomic data (of session 1), we followed a two-step procedure: First, the low-resolution anatomical data (of session 2) were aligned to the high-resolution anatomical data of session 1. Second, based on this anatomy-to-anatomy alignment, the high-resolution functional GRASE data of session 2 were aligned to the high-resolution anatomical data of session 1. Below, the acquisition parameters and the analysis pipeline are described in detail.

Functional and Anatomical MRI Measures. In the first scanning session, data were acquired on a 7-T whole-body system driven by a Siemens console operating a whole-body gradient coil. A head coil (1 Tx, 32 Rx channels; NovaMedical Inc.) was used to acquire functional [T₁-weighted; proton density (PD)-weighted; T₂*-weighted] and functional data for spatial localization. Anatomical data (0.6 mm isotropic) were acquired using a modified magnetization prepared rapid gradient echo (MPRAGE) sequence [T₁w: repetition time (TR) = 3,100 ms; inversion time (TI) = 1,500 ms (adiabatic nonselective inversion pulse); echo time (TE) = 3.5 ms; flip angle = 5 degrees; generalized autocalibrating partially parallel acquisitions (GRAPPA) factor = 3; field of view (FOV) = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 180 Hz per pixel; first phase encode direction anterior to posterior; second phase encode direction left to right; PD: TR = 2,160 ms; TE = 3.5 ms; flip angle = 5 degrees; GRAPPA factor = 3; FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 180 Hz per pixel; first phase encode direction anterior to posterior; second phase encode direction left to right; visual task) and respond using an MR compatible button box (two alternative forced choice).
nonselective inversion pulse); TE = 4.29 ms; flip angle = 4 degrees; GRAPPA factor = 2; FOV = 208 × 256 mm; matrix size = 208 × 256; 176 slices; pixel bandwidth = 140 Hz per pixel; first phase encode direction anterior to posterior; second phase encode direction left to right; PD: TR = 1.670 ms; TE = 4.29 ms; flip angle = 4 degrees; GRAPPA factor = 2; FOV = 208 × 256 mm; matrix size = 208 × 256; 176 slices; pixel bandwidth = 140 Hz per pixel; first phase encode direction anterior to posterior; second phase encode direction left to right]. T∗-weighted high-resolution (0.8 mm isotropic) functional images were acquired using 3D-GRASE (41) with inner volume selection (14 slices; matrix size = 32 × 256; FOV = 25 × 206 mm; TE = 28.58; TA = 250 ms; TR = 2000 ms). Sounds were presented grouped in blocks consisting of eight sounds (block duration, 16 s) with each block separated by 10 s with no stimulation. Each condition (n = 12; six frequencies and two tasks) was presented once per run (~6 min), and we acquired a minimum of 8 and up to a maximum of 12 runs per subject (depending on the willingness of the subject). We imaged the right hemisphere of each subject due to constraints dictated by the B1 transmit profile of the surface coil. Transmit power was calibrated in each subject to obtain the required flip angles in the auditory cortex.

Although high magnetic fields permit the acquisition of higher spatial resolution images due to the increased signal-to-noise ratio (42, 43) and the increase in blood oxygen level-dependent (BOLD) signal contrast (44, 45), high spatial resolution alone is not sufficient to achieve higher spatial specificity of the functional responses. The BOLD response is limited by the underlying vascular contributions and their respective spatial point spread functions (43). Conventional T∗-based BOLD contrast, which is used in the vast majority of fMRI studies [gradient-echo echoplanar imaging (GE-EPI)], is sensitive to both micro- and macrovasculature components at high magnetic fields (43, 46–50).

As a result, effects from large draining veins (penetrating the gray matter surface) can be pronounced in BOLD signals obtained with GE-EPI (25–29, 46, 47, 50, 51). On the other hand, T∗-weighted [spin-echo echoplanar imaging (SE-EPI)] is substantially less sensitive to large vein effects (19, 52) and has been used to map columnar organizations in the visual cortex in vivo (18, 19). Due to limitations in power deposition, nonuniform B1 fields, and reduced overall BOLD contrast (48, 49, 52), previous studies using SE-EPI have been restricted to a single thick slice and small fields of view, hampering the investigation of cortical depth-dependent measurements and sensory areas outside of the visual cortex. As an alternative to conventional SE-EPI, 3D GRASE (gradient and spin echo) (41, 53) has been used to generate T∗-weighted functional images over a 3D volume, achieving high isotropic resolutions that allow investigations of columnar (54) and laminar level effects (55) with increased specificity with respect to GE-EPI (30). However, the field of view of 3D GRASE is still limiting field (~10 mm in the slice direction), and, for this reason, we used data acquired in the first scanning session to localize the main tonotopic gradient in each individual right hemisphere. The acquisition slab of the 3D GRASE data was~10 mm in the slice direction), and, for this reason, we used data acquired in the first scanning session to localize the main tonotopic gradient in each individual right hemisphere. The acquisition slab of the 3D GRASE data was placed on the high-to-low tonotopic gradient in the medial two-thirds of Heschl’s Gyrus (HG). Although there is debate about the interpretation of tonotopic maps in terms of the underlying auditory fields (56, 57), these interpretations agree that the medial two-thirds of HG cover the PAC.

**Anatomical Data Analysis.** The anatomical data analysis was performed using custom MATLAB code and BrainVoyager QX (Brain Innovation). First, datasets with different anatomical contrasts were divided to enhance the desirable features in the respective images. That is, we divided T1w by PDw images (T1w/PDw) to remove signal intensity biases related to transmit-and-receive profiles of the RF coil, while also enhancing the contrast between gray and white matter (20). Similarly, in the three subjects in which we acquired T2∗w anatomical data, we divided T1w by T2∗w images (T1w/T2∗w) to enhance intracortical tissue contrast related to myelin. Finally, the ratio between PDw and T2∗w images, while reducing the white-gray matter contrast, enhanced contrast between veins and the brain, permitting robust removal of veins from the analysis. Anatomical images were further corrected for residual inhomogeneities (IIHC) using a multiplicative model with a polynomial of the third order (58). The high-resolution (0.6 mm isotropic) data of session 1 were then sampled at a resolution of 0.8 mm isotropic. Second, we defined the cortical ribbon based on the T1w/PDw images. That is, for each subject, we manually segmented the white-gray matter border in a region of interest that included HG and adjacent regions in the planum temporale and polare. Next, automatic region-growing tools and additional manual editing were used to delineate the border between gray matter and cerebro-spinal fluid and compute the cortical thickness of the cortical ribbon using the Laplace method (59). The Laplace method is used because it provides a unique reciprocal thickness measurement even in regions where cortical thickness varies across space. Solutions of the Laplace partial differential equation have to fulfill the constraint that the sum of the (unmixed) second partial derivatives of the MR intensity values (with respect to x, y, and z) is zero. This constraint is fulfilled if the gradient slopes do not change along each dimension. The estimation of the Laplacian starts by setting two different arbitrary intensity values, one at the white-gray matter (WM–GM) boundary (e.g., value 100) and one at the gray matter-cerebrospinal fluid (GM–CSF) boundary (e.g., value 200) and setting the mean value (e.g., value 150) to gray matter voxels. A solution of the Laplace equation corresponds to a smooth transition of intensity values from one boundary to the other. Such a solution can be found simply by keeping the values at the cortex boundaries to fixed values (e.g., values 100 and 200) and by iteratively smoothing the intensity values in between (gray matter voxels) until the resulting intensity values no longer change. From the obtained smooth field, a gradient of intensities can be calculated pointing in the direction of cortical depth at each gray matter voxel. Integrating along these gradient values produces “field lines” or “streamlines” (59) to travel from the white-gray matter boundary to the pial surface connecting points at the WM/GM boundary with corresponding points at the GM/CSF boundary. For cortex patches with nonconstant thickness, the resulting streamlines are slightly curved, establishing a unique one-to-one mapping between corresponding points at the WM/GM boundary and the GM/CSF boundary.

Third, we constructed a horizontal grid at a fixed relative depth level (0.25, 0.5, and 0.75 of cortical thickness). These grids are equivalent to “equipotential surfaces” (59) and are built by stepping in two orthogonal directions with respect to the streamline gradient, resulting in regularly spaced grid sample points at a given relative depth value. The traversal through gray matter requires x/y/z gradient values at arbitrary 3D coordinates, which is obtained by trilinear interpolation from neighboring voxel values. The emerging grid is constantly fine-tuned to assure that horizontal and vertical distances are kept constant, forming extended regular grids that can be subsequently used to topographically sample aligned functional (and other) datasets. Because of the unique correspondence between grid points at different cortical depths, this method is particularly suited to study possible columnar organizations of functional responses. An additional set of grids at nine cortical depths was computed for visualization purposes only. This procedure is visualized in Fig. 1.
Finally, the anatomical data were used to compute maps of myelin-related contrast. That is, the $T_W/T_s$ images were limited to the cortical ribbon. Large superficial and cortical veins were identified by thresholding an individual’s venograms (i.e., the PDw/ $T_s$ images), and voxels exceeding the defined threshold were removed from the $T_W/T_s$ images. The resulting maps of myelin-related contrast were linearly rescaled in the (1–10) range (21).

**Functional Data Analysis.** Functional data processing was performed using custom MATLAB code and BrainVoyager QX (Brain Innovation). GE-EPI series from session 1 were slice-scantime-corrected, motion-corrected, high pass-filtered (three cycles per run), temporally smoothed (two neighboring data points), coregistered to the high-resolution anatomical scans acquired in the same session, and resampled in the 3D anatomical space at a resolution of 1.6 mm isotropic. A standard general linear model analysis with eight predictors (three frequencies and five semantic categories) was used to estimate the response in each experimental condition. All further analyses were limited to voxels that responded significantly to the sounds [F-map; q(FDR) < 0.05].

Tonotopic maps (4) were derived bycolor coding each voxel according to the frequency to which it responded best (i.e., its “preferred” or “best” frequency). These maps were projected on the individual’s reconstruction of the surface boundary between white matter and gray matter of the right temporal lobe, which allowed locating the main tonotopic gradient. The tonotopic gradient [high (posteromedial Heschl’s gyrus) to low frequency (medial HG)] in the medial portion of each subject’s right Heschl’s gyrus was used to locate the most likely position of the primary auditory cortex (57). In three subjects, the location of the tonotopic gradient was complemented by the region with the highest intracortical contrast related to myelin (21).

Preprocessing of the high-resolution functional GRASE data from session 2 included motion correction, high pass filtering (three cycles per run), and temporal smoothing (two neighboring data points). After preprocessing, each functional run was coregistered to the intrasession anatomical scans. Initial alignment was based on information available in the header of the acquisition files. Fine-tuning alignment was performed manually. To aid this process, we enhanced anatomical contrast by averaging the volume across time points. The information obtained from the alignment of the anatomical data obtained in the two sessions was used to create 0.8 mm isotropic functional time series coregistered to the high resolution anatomical scans of session 1.

A standard general linear model analysis with twelve predictors (six frequencies x two tasks) was used to estimate the response to each condition for each subject independently. All further analyses were limited to voxels that showed a significant response to all sounds [F-map; q(FDR) < 0.05].

Tonotopic maps (4) were derived by color coding each voxel according to the frequency to which it responded best. These maps were projected on the individual’s reconstruction of the surface boundary between white matter and gray matter of the right temporal lobe, which allowed locating the main tonotopic gradient in a manner similar to the lower resolution functional mapping. Fig. S1 shows the overall activation and tonotopic maps (auditory and visual task and their average) for all individual subjects projected on the surface reconstruction of the right HG. Note the similarity between the tonotopic maps elicited by the two tasks. We further validated the reproducibility of the results by performing the same analysis on data of the same individual acquired several days apart (subject 5), which resulted in strikingly similar maps.

Single condition functional responses (percent signal change) were sampled in the grid space to allow the investigation of their columnar arrangement. The vertical direction (z) of the grid space represents the direction locally orthogonal to the cortical surface (i.e., columnar direction). Horizontal directions (x, y) represent the local direction of the plane tangent to the cortical surface. To avoid biases in our analysis due to insufficient sampling, we excluded grid locations (at all cortical depths) characterized by an estimated cortical thickness smaller than 1 mm from all subsequent analysis. For both tasks independently, we analyzed the grid points’ frequency profiles in the range (0.2–6.4 kHz). We defined the best frequency (BF) of every grid point as the condition that elicited the strongest functional response. A Gaussian fit (with its mean constrained to the grid point’s BF) was used to obtain a tuning width (TW) estimate, computed as $TW = \text{BF}/\delta_{FWHM}$ (where $\delta_{FWHM} = \text{full width at half maximum of the best fitting Gaussian curve}$). Note that high and low values of TW indicate narrow and broad frequency tuning, respectively. Figs. S2–S5 and Fig. 3 report all single-subject maps rendered in the grid space. The relatively smooth transition from one color to the next denotes the presence of a frequency gradient, and an iso-frequency line corresponds to lines where the color remains constant. The data from the two separate sessions of subject 5 (Fig. S6) were used to investigate the reproducibility of these results.

To identify the columnar regions of frequency preference in each task (i.e., during the visual and auditory task), we computed at each grid point the 3D gradient $\nabla \left( g_x = \frac{df_x}{dz}, g_y = \frac{df_y}{dz}, g_z = \frac{df_z}{dz}; \right.$ where $\delta_f$ is the variation of frequency in direction $x$ at grid point $i$ and $d_i$ is the cortical space (in mm) over which this variation takes place) of changes in preference throughout the tonotopic maps. The ratio $R = \frac{(g_x^2 + g_y^2)}{g_z^2}$ results in higher values for smaller changes of best frequency in the columnar direction. Note that this procedure may underestimate columnarity in regions that present a stable frequency preference in the direction orthogonal to the columnar direction (i.e., in regions in which $g_x$ and $g_y$ are very small). To obtain a single measure over the cortical sheet, the final measure of columnar responses was the local average of $R$ in a neighborhood of $3 \times 3 \times 3$ grid points. As a result, we obtained one 2D map of regions with columnar tonotopic responses. We assessed significance of $R$ as follows. We permuted ($N_p = 1,000$) the tonotopic maps while preserving the 3D smoothness. Next, we performed the columnarity analysis on the permuted maps and thereby obtained an empirical null distribution of the $R$ values. We found in all subjects one cluster in the most medial portion of HG where the columnar measure $R$ was significant ($P < 0.05$, permutation testing) in both tasks independently. We excluded all voxels outside this region from the remainder of the analysis. Figs. S2–S5 and Fig. 3 report all single-subject tonotopic maps thresholded by the columnarity analysis, and iso-frequency lines correspond to lines where the color remains constant in the maps. Fig. S6 reports the results for the two sessions of subject 5.

The selected columnar region was used for the analysis of task-related changes in tuning width. That is, within each subject, we averaged the TW-values at each cortical depth for the two tasks separately (Fig. 4). Statistical testing was performed across subjects to evaluate the significance of the difference in TW values across tasks for each cortical depth (paired t-test).

Furthermore, we evaluated the cortical depth-dependent anatomical contrast related to myelin (obtained from the $T_W/T_s$ images) in the columnar region compared with the remaining portion of HG sampled by the grid. Fig. S8 shows the profiles for the three subjects in which we acquired the anatomical data needed to compute the “myelin-related” contrast. In all subjects, the columnar region exhibited stronger contrast, indicative of higher myelin content, in the columnar region compared with the rest of HG. This difference was mostly observed in deeper cortical depths (i.e., closer to white matter).

**Potential Effects of Imaging Acquisition on Estimation of Columns.** For all single-shot acquisitions, which include both conventional gradient-echo echo-planar imaging (GE-EPI) and 3D GRASE such as were used in the current study, signal decay during the
readout induced image blurring. In GE-EPI, this blurring is manifested in the phase encode direction (in plane for every separately acquired slice). In 3D GRASE, this effect manifests most prominently in the slice direction because the sampling time is quite long. fMRI mapping techniques, based on the differential response between conditions (as in the case of tonotopic mapping), are less sensitive to detrimental blurring effects (see, e.g., ref. 18 for a simulation in the context of the blurring induced by the BOLD point spread function). Nevertheless, if significant blurring would manifest in a direction parallel to the columnar direction of our 3D grid, the results of our analysis would be biased by the image acquisition. To exclude this possibility, we estimated, for every grid point, the angle between the columnar direction at that point (defined by the direction of the grid across cortical depths) and the 3D GRASE slice acquisition direction.

In this analysis, 0° angles indicate regions where the slice direction is aligned with the columnar direction; i.e., the worst case scenario for potential confounds due to acquisition-related blurring effects. Thus, if voxel blurring were responsible for the observed columnar responses, frequency columns would be present at all anatomical locations with small angles with respect to the slice acquisition direction independent of the underlying functional response. This effect was not present in any of our data (Fig. S7). In some subjects, the overlap was only partial (subjects 1 and 4) or only in regions with an angle greater than 10° (subject 3). The remaining subject showed minimal overlap with small-angle (0°–20°) regions. In summary, the analysis of the correspondence between the image acquisition direction (i.e., the slice direction) and the columnar direction shows that our identification of a columnar region of frequency responses in human PAC cannot be explained by the image acquisition-related blurring effects.

Simulation of Population Responses to the Sounds Across Tuning Width. To illustrate that narrower tuning width increases the representational distance of upward and downward sweeps at the population level, we simulated neuronal population responses.Units were simulated to have a Gaussian frequency response with a best frequency (BF) distributed (uniformly) in the (0.2–6.4 kHz) range. The distribution of TW across the population changed between two different conditions in a manner similar to our data. Gaussian random noise was added to simulate noisy unit responses. The simulations were run at different levels of noise (5–25% of the unit maximal response) and using different numbers of units (10–100 per layer). The response of each unit to frequency sweeps (the sweeps were the same as used in our experiment) was computed.

To compute the distance between the population response to upward and downward sweeps, we first measured the correlation between each pair of population responses (i.e., the spatial correlation between the responses to two stimuli). These calculations were carried out per time bin of the sweep and then averaged over time. Second, we projected the computed distances in a 2D space using multidimensional scaling. To quantify the effect of sharpening, we measured the Euclidean distance between upward and downward sweeps in the resulting 2D space. The procedure is illustrated in Fig. 5, and the results show that the distance between upward and downward sweeps increases as the frequency tuning sharpens in supragranular layers.

SI Discussion

The availability of data collected in two separate scanning sessions in the same subject allowed us to evaluate the reproducibility of tonotopic maps and of the task-dependent changes. At a macroscopic level (i.e., when tonotopic maps were projected on the surface boundary of white and gray matter), tonotopic maps were remarkably stable (Fig. S1). This result indicates that T2-weighted functional MRI (i.e., 3D GRASE) has sufficient signal-to-noise to map the cortical representation of sound frequency in a reliable manner, even at the high spatial resolution used here. Furthermore, the reproducibility of our results indicates the reliability of the procedure we used (i.e., the use of a separate functional localizer to map the main tonotopic gradient) and the quality of the functional alignment across sessions. Moreover, in one of the subjects we evaluated the reproducibility of the columnarity by analyzing the data collected in two repeated sessions (Fig. S6). We found the same columnar region in the medial HG, the same representation of frequency in it, and similar task-related effects.

In animals, columnar responses to frequency have been measured in primary cortical areas. We focused our acquisition on the medial two-thirds of HG because there is consensus in the literature that this region includes the PAC (56, 57). Recently, it has been shown that the PAC can be localized by anatomical markers in vivo using acquisitions whose contrast is sensitive to the myelin content in the cortex (21, 60). The results of the analysis conducted in three of our subjects (Fig. S8) confirm that the columnar regions we identified have the anatomical signature of primary sensory cortices (i.e., high myelin content in deep to middle cortical layers).
Fig. S1. Single-subject results. The overall response to the sounds (F-Map; FDR corrected $q < 0.05$), intracortical anatomical contrast related to myelin (T1/T2*), and tonotopic maps (auditory task, visual task, and average) are projected on the individual surface reconstruction of the right temporal cortex.
Fig. S2. Single-subject (subject 1) columnar analysis. Tonotopic maps were computed in the grid space of the right Heschl’s gyrus (HG, see Top Left for anatomical information). Permutation testing was used to determine grid locations with significant ($P < 0.05$) columnar tonotopic arrangement (Bottom Left). To highlight the vertical distribution of frequency preference, the columnar region is presented through four cuts in the medial-to-lateral direction of the grid space (Right). Arrows indicate example locations with high similarity in best frequency across cortical depths within the columnar region.
Fig. S3. Single-subject (subject 2) columnar analysis. Tonotopic maps were computed in the grid space of the right Heschl's gyrus (HG, see Top Left for anatomical information). Permutation testing was used to determine grid locations with significant ($P < 0.05$) columnar tonotopic arrangement (Bottom Left). To highlight the vertical distribution of frequency preference, the columnar region is presented through four cuts in the medial-to-lateral direction of the grid space (Right). Arrows indicate example locations with high similarity in best frequency across cortical depths within the columnar region.
Fig. S4. Single-subject (subject 3) columnar analysis. Tonotopic maps were computed in the grid space of the right Heschl’s gyrus (HG) (see Top Left for anatomical information). Permutation testing was used to determine grid locations with significant \( P < 0.05 \) columnar tonotopic arrangement (Bottom Left). To highlight the vertical distribution of frequency preference, the columnar region is presented through four cuts in the medial-to-lateral direction of the grid space (Right). Arrows indicate example locations with high similarity in best frequency across cortical depths within the columnar region.
Fig. S5. Single-subject (subject 4) columnar analysis. Tonotopic maps were computed in the grid space of the right Heschl’s gyrus (HG) (see Top Left for anatomical information). Permutation testing was used to determine grid locations with significant ($P < 0.05$) columnar tonotopic arrangement (Bottom Left). To highlight the vertical distribution of frequency preference, the columnar region is presented through four cuts in the medial-to-lateral direction of the grid space (Right). Arrows indicate example locations with high similarity in best frequency across cortical depths within the columnar region.
Fig. S6. Single-subject (subject 5) reproducibility of columnar analysis. Tonotopic maps of two separate sessions (Top Left and Bottom Left) were computed in the grid space of the right HG. Permutation testing was used to determine grid locations with a significant ($P < 0.05$) columnar tonotopic arrangement (two Middle Left panels). To highlight the vertical distribution of frequency preference, the columnar region is presented through four cuts in the medial-to-lateral direction of the grid space (session 1, Middle column; session 2, Right column). Arrows indicate example locations with high similarity in best frequency across cortical depths within the columnar region.

Fig. S7. Comparison of columnar region and slice acquisition direction. The angle ($\alpha$) between the slice acquisition direction and the columnar direction of the grid is mapped for every single subject. The region with significant columnar tonotopic organization is outlined in black. The columnar region does not correspond fully to regions that are characterized by a small angle with respect to the direction of the slices in the acquisition. This result indicates that our results cannot be explained by the potential acquisition-induced blurring in this direction.
Fig. S8. Depth-dependent (deep gray matter – relative cortical thickness = 0.9); superficial gray matter – relative cortical thickness = 0.1) anatomical contrast ($T_1/T_2^*$) in the columnar region (full line) and non-columnar regions (dashed line). Note that the columnar region exhibits stronger anatomical contrast (i.e., more myelin-related signal) in the deep cortex, a characteristic of primary-like sensory areas. This result demonstrates that the columnar region is situated in the primary auditory cortex.

Movie S1. Columnar region of subject 1. Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl’s gyrus.

Movie S2. Columnar region of subject 2. Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl’s gyrus.
**Movie S3.** Columnar region of subject 3. Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl's gyrus.

**Movie S4.** Columnar region of subject 4. Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl's gyrus.

**Movie S5.** Columnar region of subject 5 (data obtained from the first participation in the study). Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl's gyrus.
Movie S6. Columnar region of subject 5 (data obtained from the second participation in the study). Red and blue colors indicate regions that prefer low and high frequency, respectively. The movie slices the region from medial to lateral locations of Heschl's gyrus.

Movie S6