Working memory is not fixed-capacity: More active storage capacity for real-world objects than for simple stimuli
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Visual working memory is the cognitive system that holds visual information active to make it resistant to interference from new perceptual input. Information about simple stimuli—colors and orientations—is encoded into working memory rapidly: In under 100 ms, working memory “fills up,” revealing a stark capacity limit. However, for real-world objects, the same behavioral limits do not hold: With increasing encoding time, people store more real-world objects and do so with more detail. This boost in performance for real-world objects is generally assumed to reflect the use of a separate episodic long-term memory system, rather than working memory. Here we show that this behavioral increase in capacity with real-world objects is not solely due to the use of separate episodic long-term memory systems. In particular, we show that this increase is a result of active storage in working memory, as shown by directly measuring neural activity during the delay period of a working memory task using EEG. These data challenge fixed-capacity working memory models and demonstrate that working memory and its capacity limitations are dependent upon our existing knowledge.

Significance

Visual working memory is the cognitive system that holds visual information in an active state, making it available for cognitive processing and protecting it against interference. Here, we demonstrate that visual working memory has a greater capacity than previously measured. In particular, we use EEG to show that, contrary to existing theories, enhanced performance with real-world objects relative to simple stimuli in short-term memory tasks is reflected in active storage in working memory and is not entirely due to the independent usage of episodic long-term memory systems. These data demonstrate that working memory and its capacity limitations are dependent upon our knowledge. Thus, working memory is not fixed-capacity; instead, its capacity is dependent on exactly what is being remembered.

Author contributions: T.F.B., V.S.S., and G.A.A. designed research; T.F.B. and V.S.S. performed research; T.F.B. and V.S.S. analyzed data; and T.F.B., V.S.S., and G.A.A. wrote the paper.

The authors declare no conflict of interest.

1To whom correspondence should be addressed. Email: timbrady@ucsd.edu.

This article contains supporting information online at www.pnas.org/cgi/doi/10.1073/pnas.1520027113/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1520027113

PNAS | July 5, 2016 | vol. 113 | no. 27 | 7459–7464
stimuli (in particular, colors). Visual working memory is associated with persistent neural activity in frontal and parietal regions (21, 22), which may reflect either actual information storage (23) or attentional refreshing mechanisms required to maintain information storage in lower-level regions (24); in either case, such activity is directly associated with active maintenance of working memory representations. In humans, one particularly strong marker of active working memory maintenance is the contralateral-delay activity (CDA), a sustained negative deflection in the event-related potential (ERP) that occurs during the retention period over the hemisphere contralateral to the to-be-remembered items and is typically largest over parietal-occipital scalp sites (25–28). The CDA provides a neural signature of active storage in working memory (29). Its magnitude increases with the number of items participants hold in working memory (27) and decreases when items are dropped from working memory (28, 30), the CDA correlates with individual’s memory capacity (27), and, most importantly, the CDA disappears when items have been consolidated into episodic long-term memory (31). Thus, the CDA is a measure of how much information is actively maintained in visual working memory at each moment rather than the encoding or consolidation into episodic long-term memory systems (27, 30, 31).

In the present study, by using this electrophysiological marker of active maintenance, we directly assess the role of visual working memory in storing real-world objects. In a first experiment, we vary how long participants have to encode either simple stimuli (colors) or real-world objects in a working memory task and find a behavioral advantage for real-world objects at long encoding times (experiment 1). We then examine whether the increase in memory performance for real-world objects at longer encoding times was due to encoding in episodic long-term memory systems or whether it would be reflected in active working memory maintenance, as indexed by the CDA (25, 27, 28). If the CDA amplitude increased with increasing behavioral performance, this would suggest that this additional accumulation of information was a result of active storage in visual working memory rather than an artifact of people using a different memory system (e.g., episodic long-term memory). Next, we directly compare active memory maintenance (i.e., CDA amplitude) for colors vs. real-world objects at long encoding times. We find that the behavioral advantage for real-world objects with additional encoding time is supported by the active working memory system, relative to performance at short encoding times (experiment 2) and relative to memory for colors (experiment 3).

Results

Experiment 1: Increased Encoding Time Improves Memory for Real-World Objects but Not Colors. In our first experiment, we asked participants to remember either real-world objects or simple colors while doing a simultaneous verbal task (rehearsing two digits) to ensure that visual memory, not verbal memory, was used. Participants were asked to remember a set of either colors or real-world objects and then given a forced-choice comparison testing memory for a single item after a brief delay. Our main manipulation was to vary how long participants had to encode the stimuli, to assess how encoding time affects performance for simple stimuli vs. for real-world objects (Fig. 1A).

Participants performed well on the digit task, entering both digits correctly on 93% of trials (±2.6% SEM). Memory performance for each stimulus type is shown in Fig. 1B. Replicating previous work (9, 10), we found that 200 ms was sufficient time to encode color. Little to no additional information was accumulated over the remaining 1,800 ms (the slope from 200 ms to 2,000 ms was not significantly different from zero [t(11) = 0.61, P = 0.555]). By contrast, the number of objects’ worth of information remembered increased reliably from 200 ms to 2,000 ms [t(11) = 4.38, P = 0.001], as did the number remembered with detail [t(11) = 3.38, P = 0.006]. Comparing only the conditions that estimate how many items are remembered at all (e.g., the large change conditions; Fig. 1B, Middle), there was a significant interaction between the estimated capacity for objects and estimated capacity for colors as a function of additional encoding time [e.g., three encoding times × two stimulus kinds; F(2,71) = 4.72, P = 0.019], indicating that the capacity for objects reliably increased but the capacity for colors did not. Thus, real-world objects and colors are differentially affected by encoding time, with only real-world objects continuing to benefit from more encoding time.

At our longest encoding time (2 s), participants had an estimated capacity of more than four objects’ worth of information [4.7 ± 0.22; significantly greater than 4, t(11) = 3.35, P = 0.006], and remembered 27% more about objects than colors [4.7 vs. 3.7; t(11) = 2.50, P = 0.030].

The color results replicate existing work showing no improvement with additional encoding time for simple stimuli (9, 10) or complex but meaningless stimuli (15). However, the nonfixed capacity (19) and the continued encoding with additional time in the case of real-world objects raises the question of whether this increase in behavioral performance is supported by active working memory, or whether it resulted from the use of a separate episodic long-term memory system. Thus, in a second and third experiment, we examine the CDA, the electrophysiological measure of how much information is being actively held in mind in visual working memory for a single item after a brief delay. Our main manipulation was to vary how long participants had to encode the stimuli, to assess how encoding time affects performance for simple stimuli vs. for real-world objects (Fig. 1A).
memory, while participants remember real-world objects. In experiment 2, we focus on memory for real-world objects. In particular, we ask whether the increase in information stored with additional encoding time is a result of active storage, or whether this is due to encoding in episodic long-term memory. In experiment 3, we compare memory for real-world objects and colors. In particular, we ask whether the greater capacity for real-world objects than for colors (at long encoding times) is reflected in greater active storage for real-world objects than for colors.

**Experiment 2: Encoding Time Advantages for Real-World Objects Result from Active Storage.** As encoding time increases, participants remember more details about real-world objects over a short delay (e.g., Fig. 1B, green line). In this experiment, we tested whether these details were actively stored using the CDA. In general, memory capacities tend to be lower in CDA experiments due to the extra demands of the task (ignoring half of the items on the screen, maintaining fixation for long durations, and avoiding blinks or eye movements). However, existing evidence shows that the CDA nonetheless provides an excellent proxy for more typical working memory situations (27). Thus, in the following experiments we will focus on the differences between the conditions in both behavior and CDA amplitude, rather than on the absolute performance level.

We showed participants real-world objects for either 200 ms or 1,000 ms while recording event-related brain activity in response to the memory display. We asked participants to hold in mind either those objects to the left or right of the fixation cross without moving their eyes, and then, after a short delay, asked participants to do detailed object comparisons to assess how many objects they could remember with sufficient detail to distinguish between two exemplars of the same category (Fig. 2A). The CDA was measured as the contralateral-minus-ipsilateral difference wave over parietal-occipital electrode sites during the retention interval (300–700 ms after the memory display disappeared; gray box in Fig. 2B).

In line with the results of experiment 1, there was a behavioral performance advantage, with greater capacity after a 1,000-ms encoding time than after a 200-ms encoding time [2.44 vs. 1.99; (11) = 2.53, P = 0.028; Fig. 2]. Thus, the increased memory capacity for real-world objects with longer encoding time is reflected in active working memory maintenance systems over the parietal-occipital cortex, suggesting that the additional information accumulated with longer encoding time is actively stored.

**Experiment 3: More Real-World Objects Than Colors Can Be Actively Maintained in Working Memory.** Experiment 2 shows that the accumulation of more detailed information about a set of real-world objects with longer encoding time is supported by active working memory processes, as reflected in the CDA component. Another important question is whether the greater capacity we observe for real-world objects relative to simple stimuli, like colors, is also supported by active storage. In particular, at long encoding times, participants are able to remember more real-world objects than simple colors, despite the fact that the real-world objects are more complex (Fig. 1). Is this additional information a result of storage in visual working memory systems or is it a result of the task being contaminated by the use of episodic long-term memory systems?

To address this question, we showed participants either five objects or five colors for 1,000 ms followed by a short delay and a two-alternative forced-choice (2AFC) test designed to measure the total number of objects about which information could be encoded (e.g., the foils consisted of objects or colors that were as distinct as possible from the encoded stimulus). In line with the results of experiment 1, participants performed better at remembering objects than at remembering colors at this 1,000-ms encoding time [3.18 vs. 2.86; (11) = 2.26, P = 0.037; Fig. 3]. This indicates that the additional real-world objects that are remembered beyond the limit on color memory are actively stored in visual working memory systems, rather than being an artifact of the use of the episodic long-term memory system.

**Supporting Information** for a discussion of this issue.

We found that the greater memory capacity for real-world objects than for colors was reflected in the CDA amplitude. As in experiment 2, the CDA component was measured during the retention interval as the contralateral-minus-ipsilateral difference over parietal-occipital scalp sites. The CDA was reliably greater for remembering five objects than for remembering five colors [t(17) = 2.26, P = 0.037; Fig. 3]. This indicates that the additional real-world objects that are remembered beyond the limit on color memory are actively stored in visual working memory systems, rather than being an artifact of the use of the episodic long-term memory system.

An important alternative interpretation of these results is that this difference in CDA does not really reflect more objects being stored (as seen in behavioral performance) but is instead a main
between active visual working memory processes and episodic long-term memory encoding and retrieval are more available even after a significant delay (32). Forming episodic long-term memory representations that will be available even after a significant delay (32–34). It is well known that episodic long-term memory encoding and retrieval are more successful for meaningful stimuli and on stimuli that do not repeat trial to trial (6–8). Thus, our data suggest a commonality between active visual working memory processes and episodic long-term memory systems: Both may benefit from conceptually distinct stimuli about which participants have existing knowledge.

**Conceptual vs. Perceptual Complexity.** Our data show that visual working memory actively maintains more information about real-world objects than simple colors. Is this a result of the additional conceptual information in these stimuli or the result of their additional perceptual complexity? Existing data suggests that it is the conceptual information that is relevant, as is the case in long-term memory (6, 35, 36). In particular, with complex but meaningless objects such as 3D cubes and polygons, participants cannot remember more than one or two objects, even with long encoding times (15, 37), unless ensemble coding processes are used to combine information across objects (38). Thus, perceptual complexity without conceptual meaning actually leads to lower storage capacity. Furthermore, the behavioral capacity for complex-but-meaningless objects is about two objects, which is the same point at which the CDA plateaus for these objects even with increased encoding time (39) and is significantly less than the capacity for colors.

**Relationship Between Working Memory and Existing Semantic Long-Term Memory Representations (Knowledge).** The CDA correlates with how much information is being actively maintained in visual working memory and is absent when participants remember auditory information (40) or when visual information is readily available in episodic visual long-term memory (31). Because the CDA does not reflect episodic visual long-term memory, the current data suggest that visual working memory is enhanced by access to a different kind of nonepisodic information. For example, it is possible that real-world objects activate stored perceptual or semantic knowledge about different categories of objects (i.e., representations that are not tied to a particular episode). This account is consistent with views that suggest that visual working memory is based on the activation of existing long-term memories (41). Under this account, the CDA, and more generally parietal and frontal working memory activity, might reflect not the information storage itself but instead the attentional refreshing mechanism that serves to keep active and shield from interference the long-term memory traces currently being stored in visual working memory. This idea is consistent with evidence suggesting that the brain regions involved in processing perceptual representations of different stimulus categories contain information about which items are in memory (24, 42, 43). Thus, one possibility for why participants can actively store more information in visual working memory for real-world objects than for simple color stimuli is that a wider variety of long-term memory representations and perceptual representations are relevant and can be refreshed for real-world objects than for simple stimuli. This may reduce interference and allow for more information to be remembered.

**Discussion**

The present results show that visual working memory capacity is not fixed for real-world objects. Instead, visual working memory representations continue to accumulate information for longer when real-world objects are remembered than when simple colors are remembered. As a result, more real-world objects can be stored than simple colors in visual working memory when sufficient encoding time is given. These higher capacities for real-world objects are reflected in active storage in visual working memory, because they elicit continued activity in the occipital-parietal regions throughout the delay period, in particular the CDA. The amplitude of the CDA has been shown to reflect the amount of information actively stored in visual working memory (25, 27, 28) and is not influenced by storage or consolidation into episodic long-term memory systems (31). Thus, the present data reveal that the benefits for real-world objects in short-term memory tasks are not simply due to contributions of separate episodic long-term memory systems but reflect enhanced active working memory storage for meaningful, real-world stimuli. Overall, this suggests that visual working memory does not always comprise the fixed capacity previously described based on studies using simple stimuli but is a flexible system that varies in capacity depending on stimulus type.

**Relationship Between Working Memory and Episodic Long-Term Memory.** The current data do not rule out the idea that real-world objects also lead to better episodic long-term memory representations than simple stimuli do (in addition to being better represented in active working memory systems). It is possible—in fact, likely—that participants are maintaining active working memory representations of the objects and are also forming episodic long-term memory representations that will be available even after a significant delay (32–34). It is well known that episodic long-term memory encoding and retrieval are more successful for meaningful stimuli and on stimuli that do not repeat trial to trial (6–8). Thus, our data suggest a commonality between active visual working memory processes and episodic long-term memory systems: Both may benefit from conceptually distinct stimuli about which participants have existing knowledge.
Importantly, the attentional refreshing mechanism involved in visual working memory is not the same as the attentional mechanisms used to perform other visual tasks, although both have a common parietal focus (44). For example, during the delay period of a visual working memory task, participants’ eye movements are relatively unaffected by having to perform other attentional demanding tasks if they do not tap into working memory per se (45).

Conclusions
By measuring active storage using the CDA, we found that working memory accumulates information over a greater time scale for real-world objects than has been shown for simple colors and that more real-world objects than simple colors can be stored in working memory. These results demonstrate that working memory capacity is systematically underestimated by using simple stimuli about which we have no existing knowledge. Our findings also raise important questions about the functional role of the visual working memory system. In particular, they raise doubts that the entire function of visual working memory can be to persist information across eye movements (11), because the system seems to continue to accumulate information on a much longer time scale than typical fixation durations.

Materials and Methods
Participants. All studies were approved by the Institutional Review Board at Harvard University and Cambridge, MA communities. An additional participant was run in experiment 1 but excluded because their performance did not differ from chance on average across all conditions. An additional participant was run in experiment 2 but excluded due to excessive artifacts in the EEG (>30% of trials had to be excluded due to eye movements and muscle movement artifacts).

The final sample of experiment 3 consisted of 18 participants recruited from the Harvard University and Cambridge, MA communities. Data from an additional four participants had to be excluded due to excessive artifacts in the EEG (>30% of trials rejected; three participants because of horizontal eye movements and one participant because of muscle movements) and an additional one participant because behavioral performance did not differ from chance on average across all conditions.

All participants (age range 18-28) had normal or corrected-to-normal color vision, assessed with Ishihara’s test for color deficiencies.

Procedure. Experiment 1. Experiment 1 was a behavioral visual working memory task where encoding time was varied for both colors and objects. Participants saw six colors or six objects for 200, 1,000, or 2,000 ms, followed by a 1,000-ms delay. After the delay, a single item was cued and then tested in a 2AFC format. For colors, the test consisted of a forced choice between the original color and a novel color that was categorically distinct and did not appear on the original display. For objects, there were two conditions. In one case, an object was tested against another categorically distinct object (e.g., a bell you had seen vs. a cookie, Fig. 1). This was designed to measure how many objects participants remembered. In another condition, an object was tested against another exemplar from the same category (e.g., one pitcher vs. another pitcher, Fig. 1). This was designed to measure how many objects participants remembered with detail. Each condition (encoding time × stimulus type) was performed in a single block of 33 trials, with the order of the nine blocks randomized across participants.

While participants performed each trial they did a concurrent verbal interference task to prevent them from verbally encoding the objects and colors. In particular, on each trial they were shown two digits and asked to covertly rehearse those digits throughout the trial. At the end of the trial, after the memory test, they typed the digits.

Experiment 2. Experiment 2 was designed to measure the CDA while participants remembered real-world objects. It required participants to complete a 2AFC memory test with the foils being objects from the same category and thus required detailed memory representations. The experiment manipulated encoding time (200 vs. 1,000 ms), enabling us to assess how many objects could be stored with detail and how this changed with longer encoding times.

Participants completed 440 total trials. On each trial, three objects were presented in a semicircle in each visual hemifield and participants were cued to memorize either the objects on the left or on the right of fixation and to ignore the other objects. The to-be-ignores objects consisted of the to-be-remembered stimuli from a different trial. Thus, across trials, the exact same visual displays were presented on the to-be-remembered side and the to-be-ignored side, thus equating all perceptual information so that any brain differences between the cued and uncued side were due to differences in memory processes, not perceptual processing.

The cue indicating which side of the screen to remember was an arrow pointing either left or right that appeared at the center of the screen 1,000 ms before the presentation of the objects. Participants were instructed to keep their eyes in the center of the screen throughout each trial, until the test display appeared. Trials with horizontal eye movements were excluded from the analysis (Materials and Methods, Electrophysiological Recordings and Analysis). On one-half of the trials the objects were shown for 200 ms, and on the other half of the trials for 1,000 ms. These trial types were intermixed, so participants did not know how long the objects would remain visible on each trial. After the objects were presented for this encoding duration, there was a 700-ms delay interval and then a cue indicating which of the three memorized objects would be tested; the cue was visible for 500 ms. Finally, the forced-choice test was presented and remained visible until the participant made a selection. One of the two forced-choice options was always the same object that had been visible at the cued location and one was always a foil object from the same category. The 2AFC was presented such that the spatial midpoint of the two forced-choice options was centered on the location that the to-be-remembered object had appeared. Trials were broken up into eight blocks of 55 trials each.

Experiment 3. Experiment 3 was designed to measure the CDA while participants remembered either three or five real-world objects or three or five colored squares. After a brief delay, participants were required to complete a before the presentation of the objects or colors that were as distinct as possible from the encoded objects/colors, thus providing an estimate of how many objects or colors can be held in visual working memory.

Participants completed 440 total trials, divided into eight blocks of 55 trials each. In each block, participants remembered either three objects, five objects, three colors, or five colors for the entire set of 55 trials. On each trial, the to-be-remembered stimuli were presented in a single visual hemifield and a matched set of stimuli was cued and tested in the 2AFC format. For colors, the test was performed in a forced-choice test with the foils being objects from the same category (e.g., three colors) and represented the to-be-remembered stimuli from a different trial, thus ensuring that the exact same visual displays were presented as to-be-remembered and to-be-ignored across trials. When three stimuli were presented in each hemifield they were presented in a semicircle around fixation. When five stimuli were presented in each hemifield the two additional stimuli were presented larger (approximately M-scaled [46]) and in more peripheral locations (Fig. 3).

Participants were cued to memorize the to-be-remembered stimuli with an arrow cue at fixation that appeared at the center of the screen 1,000 ms before the presentation of the stimuli. Just like in experiment 2, participants were instructed to keep their eyes in the center of the screen throughout each trial. Which side of fixation the to-be-remembered stimuli were presented on varied randomly across trials within a block. Following the presentation, the stimuli were presented for 1,000 ms for a 800-ms delay period and then a 500-ms cue indicating which of the three or five memorized stimuli would be tested. Finally, the forced-choice options or colors were presented and remained visible until the participant made a selection.

In the object blocks, the foil object at test was chosen from a different category than the shown object, ensuring that no detailed information about the object was required to succeed at the memory task, and thus providing an overall estimate of how many objects could be remembered. In the color blocks, stimuli were chosen from a circle (radius 59°) cut out of the CIE L a b color space, centered at L = 54, a = 18, and b = −8. The foil color in the 2AFC was always 180° in color space from the originally shown color, providing the maximum possible separation and thus requiring the least possible detail to succeed at the memory task. The initially presented set of three or five colors were restricted by forcing all of the colors to be separated by a minimum distance of 15° in color space, limiting the impact of perceptual grouping and ensemble encoding (47).

Behavioral Analysis. In each experiment we calculated capacity (the number of objects remembered, K) using the standard form for a two-alternative forced-choice test with N items to be remembered. In particular, participants could either answer the 2AFC test correctly (p, percent correct) either because they remember the tested object, which should occur on K/N of the trials, or can answer correctly on trials they do not remember the tested object [on (N − K)/N of the trials] if they guess correctly (chance = 50%).
Thus, the equation for percent correct is
$$\text{percent correct} = \frac{N - C}{N - K} \times 100$$.
Solving for K and simplifying gives the formula for capacity, \(K = N(1 - p)\).
This tells us how many objects or concepts were remembered according to the required precision—in other words, how many objects were remembered well enough to distinguish them from a novel object or from another exemplar from the same category.

### Electrophysiological Recordings and Analysis
EEG was recorded continuously from 32 Ag/AgCl electrodes mounted in an elastic cap and amplified by an ActiCHamp amplifier (BrainVision). Electrode positions were arranged according to the 10-10 system. The horizontal electrooculogram was acquired using a bipolar pair of electrodes positioned at the external ocular canthi, and the vertical electrooculogram was measured at electrode FP1, above the left eye. All scalp electrodes were referenced to an electrode on the right mastoid online, and were digitized at a rate of 500 Hz. Continuous EEG data were filtered offline with a band pass of 0.01–112 Hz. Trials with horizontal eye movements, blinks, or excessive muscle movements were excluded from the analysis. Artifact rejection was performed for individual trials on epochs starting 200 ms before the memory display onset until the onset of the forced-choice display. Artifact-free data were rereferenced to the average of the left and right mastoid.

ERPs were time-locked to the onset of the memory display in all experiments, and ERPs from artifact-free epochs were averaged and digitally low-pass filtered (3-dB cutoff at 25 Hz) separately for each subject. ERPs elicited by the memory display were averaged separately for each condition and were then collapsed across to-be-remembered hemifield (left or right) and lateral position of the electrodes (left or right) to obtain waveforms recorded contralaterally and ipsilaterally to the to-be-remembered side. For each participant, mean CDA amplitudes were measured with respect to a 200-ms prestimulus period at four lateralized posterior electrodes (PO3/PO4/PO7/PO8), consistent with the location of the CDA (25). For all experiments, the measurement window for the CDA started 300 ms after the offset of the memory display and lasted for 400 ms, until the cue indicating the memory test item. Thus, for experiment 2 the CDA amplitude was measured between 500–900 ms for the short encoding time condition and between 1,300–1,700 ms for the long encoding time condition with respect to the onset of the memory display. For experiment 3, the CDA amplitude was measured between 1,300–1,700 ms with respect to the onset of the memory display. The resulting mean amplitudes were statistically compared using paired t tests and ANOVAs. Signal processing was performed with MATLAB (the MathWorks) using EEGLAB and ERPLAB toolboxes (48, 49). Topographical maps of the CDA were constructed by spherical spline interpolation (50).
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**S1 Results**

**Experiment 2.** Fig. 2 in the main text, which shows the data from experiment 2, focuses on the difference between the contralateral and ipsilateral response—the critical comparison for examining the CDA. Fig. S1 plots these data independently. Of note is that in the long encoding condition we observe an ERP to the stimulus offset, as is typical for long stimulus presentations (S1). However, this is present equally at both ipsilateral and contralateral sites and does not affect the CDA component.

**Experiment 3.** Fig. 3 in the main text focuses on the data from experiment 3’s critical conditions at set size 5. The data from the set size 3 condition is plotted in Fig. S2. As can be seen in Fig. S2B, we did not find a CDA difference between the three colors and three objects condition [t(17) = 0.53, P = 0.602], and in fact the CDA was numerically larger for colors than for objects (−0.70 vs. −0.60; SEM: ±0.26 and ±0.17). This confirms that the CDA is not always larger for objects than for colors as a result of the perceptual encoding of the stimuli themselves. Separate ipsilateral and contralateral waveforms for all conditions from experiment 3 are plotted in Fig. S3. Consistent with the idea that the CDA is saturated (e.g., at capacity) for both the three-color and five-color conditions, there is no statistically reliable difference between the CDA in these conditions (P = 0.71). By contrast, the CDA for five objects is statistically reliably larger than all other conditions, including the CDA for three colors, five colors, and three objects (all P < 0.05); see Fig. S4 for a replott of the data from all of these conditions together.

**Differences in Performance Between Experiments 1 and 3.** Whereas the benefit for objects relative to colors is quite large in experiment 1, this benefit is somewhat diminished in experiment 3 (the EEG experiment). This is in large part because overall performance is significantly reduced in typical CDA experiments compared with similar behavioral experiments. There are several reasons for this, mostly related to the more demanding task requirements of participants in a CDA setting: (i) the necessity in the EEG experiment to use a spatial cue to determine which items to attend, (ii) the necessity in the EEG experiment to suppress items presented in the opposite hemifield, (iii) the necessity for participants in the EEG experiment to exert executive control to prevent blinks and eye movements for long intervals, and (iv) perhaps most importantly, the interference between items in the EEG experiment that is not present in experiment 1, because participants were allowed to move their eyes in experiment 1 but not in experiment 3 (and because twice as many items had to be presented on the screen in experiment 3 compared with experiment 1 to have irrelevant items on the opposite side of the screen).

These effects result in reduced performance in experiment 3 relative to experiment 1. Importantly, we believe that this does not affect our claim that the CDA is larger for objects than for colors. In fact, there are reasons to believe the demands of the EEG tasks are actually greater for objects than for colors, and thus performance and the CDA (in experiment 3) is likely to be impaired more for objects than colors relative to a real-world situation. In particular, previous work has demonstrated that interference effects (point iv, above) are significantly worse for real objects than for simple colors (S2). Because of this, experiment 3 is a very conservative way to estimate whether there is any benefit for objects over colors. In particular, evidence has shown that whereas many colors can be presented in the same hemifield while fixating without causing interference, even just two real-world objects presented in the same hemifield cause interference with each other (S2). Thus, the data in experiment 3 shows a benefit for real-world objects over colors even in a circumstance where objects are under greater interference than colors. We would expect, based on previous data, that the benefit for objects would be considerably larger in real-world conditions where eye movements are allowed and where only relevant objects are present, because this would produce much less interference among the real objects, whereas it would have little effect on the colors. This is consistent with what we find in experiment 1 (behaviorally).

**Differences in Overall Raw Signal Value (in Microvolts) Between Experiments 2 and 3.** We find an overall lower CDA in experiment 3 than experiment 2. This is true even though both experiments feature a similar condition, with a 1,000-ms presentation time and three real-world objects to be remembered. What causes this difference? In this case, our stimuli differed significantly between the experiments in a way that might be expected to cause lower signal in experiment 3. In particular, the stimuli were arranged differently on the screen and so had different sizes and eccentricities in experiment 2 and experiment 3. In experiment 2, all of the items appeared at a single fixed size and fixed offset from fixation, because only three items were ever presented per hemifield. However, in experiment 3, we had to allow for five objects to be on the screen within a hemifield. Thus, even in the three-item conditions the items were smaller and further in the periphery (Fig. S5). This is a likely explanation of the difference in signal between the two conditions. Critically, these differences in raw signal are not an issue for the present study, because our primary conclusions rest on comparisons within experiments.

**Eye Movements.** Eye movements are a concern when examining lateralized changes of the ERP signal such as the CDA. In the main text, we present the analyses from all experiments after removing all trials with eye movements or other artifacts (see Materials and Methods for details). However, we began our artifact rejection window only 200 ms before the onset of the to-be-remembered stimuli, which is after participants were cued to which side to attend. Thus, it is possible, although unlikely, that participants might have moved their eyes immediately after the cue appeared (but before the memory display) and then held this new position steadily throughout the trial, and did this only in some conditions, not others, artifactually affecting the CDA. To rule this out, Fig. S6A shows the horizontal electrooculography (HEOG) traces from all experiments from the moment of the cue, for each of the experiments and conditions in the main text. We can also compute the CDA after performing artifact rejection over an extended interval (from cue onset to test stimulus onset), although these data are based on significantly fewer trials than the data in the main text, because participants relatively frequently blinked in the interval after the cue but before the stimuli to be remembered appeared 1,000 ms later. Nevertheless, our main results remain the same in this dataset as in the main dataset: in particular, we still find a significant difference between the CDA after short vs. long encoding in experiment 2 [t(11) = 2.13; P = 0.05] and a significant difference between the CDA for five objects vs. five colors in experiment 3 [t(17) = 2.65; P = 0.037]. HEOG traces using these artifact-rejection criteria are plotted in Fig. S6B.

**Scalp Topographies.** To examine whether the CDA measured for real-world objects shows a parietal-occipital scalp distribution similar to the CDA measured for simple stimuli, such as color, we...
plotted the topographical voltage distributions of the CDA separately for the two conditions. Scalp topographies of the CDA component (contralateral-minus-ipsilateral waveform, projected on the right side of the scalp) are plotted in Fig. S7. The CDA shows very similar scalp distributions with clear parietal-occipital foci over the hemisphere contralateral to the to-be-remembered items. The topographies for objects and colors were compared by analysis of variance following the procedure of McCarthy and Wood (53). The results revealed no differences between the topographies [for set size 3: electrodes × condition interaction: $F(1,12) = 0.68; P = 0.772$; for set size 5: electrodes × condition interaction: $F(1,12) = 0.51; P = 0.907$]. Together with the similar time course (Fig. 3), this indicates that the same ERP component is measured for real-world objects and colors.

Fig. S1. EEG data for experiment 2, for short encoding time (Top) and long encoding time (Bottom). After the initial perceptual response, the waveforms over the contralateral hemisphere to the objects to be remembered are more negative than the waveforms over the ipsilateral hemisphere to the objects to be remembered, and this activity maintains throughout the delay period. The CDA is measured as the contralateral-minus-ipsilateral difference from 300 ms after offset until the cue appears (gray shaded rectangle). Notice that in the long encoding condition we observe an ERP to the stimulus offset, as is typical for long stimulus presentations, but this is present equally at both ipsilateral and contralateral sites.

Fig. S2. Data from the set size 3 condition of experiment 3. (A) Contralateral-minus-ipsilateral waveforms for the color (blue) and object (pink) conditions. The CDA is measured from 300 ms after offset until the cue appears (gray shaded rectangle, labeled CDA). (B) Average CDA in each condition.
Fig. S3. Ipsilateral and contralateral ERP waveforms for experiment 3, for color memory condition (A) and object memory condition (B). The CDA was measured as the contralateral-minus-ipsilateral difference from 1,300 ms until 1,700 ms after the onset of the memory display (gray shaded rectangle).

Fig. S4. Data from all conditions of experiment 3, showing average CDA in each condition.
Fig. 5S.  *(Left)* Alignment of the three-object condition in experiment 2. *(Right)* Alignment of the three-object condition in experiment 3.
A) HEOG traces: Artifact rejection -200 ms until memory test array (main analysis)

B) HEOG traces: Artifact rejection -1000 ms until memory test array (supplementary analysis)

Fig. S6. HEOG traces from all experiments, where 0 time is the onset of the items to be remembered, and −1,000 ms is the onset of the cue to which side to attend. the memory display. A shows the HEOG traces for the main analysis reported in the paper, where eye movements were rejected −200 ms prior to the onset of the memory display until the test display. B shows the HEOG traces of an additional analysis in which artifacts were rejected over the entire period of −1,000 ms (onset of the arrow cue) until the test display. Negative numbers (plotted up) reflect drift of the eyes toward the left side; positive numbers reflect drift toward the right side. In all conditions, participants kept their eyes fixated and we observed no significant drifts toward the attended side throughout the trial or before the onset of the stimuli.
Fig. S7. Scalp distributions of the CDA component while remembering objects (Left) and colors (Right) in experiment 3. Topographical voltage maps show the contralateral-minus-ipsilateral amplitude differences projected on the right side of the scalp.