Reversible structure manipulation by tuning carrier concentration in metastable \( \text{Cu}_2\text{S} \)
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Recent years have witnessed a blurring of the edges between functional and quantum materials—the key properties of functional materials are often born out of strong structural and electronic interactions that are quantum mechanical in nature. Notable examples include colossal magnetoresistance manganites (1), ferroelectrics (2), and valleytronic materials (3). The targeted functions are usually accompanied by symmetry breaking, induced through changes in temperature or under other external perturbations. A prominent question is whether the symmetry reduction has an origin in the lattice (e.g., in the form of displacement of atoms, and could be described reasonably well using first-principles calculations) or the electronic degrees of freedom (charge, spin, and orbital) (4–6). It is of great interest to distinguish the roles of these factors in phase transitions.

\( \text{Cu}_2\text{S} \) provides an intriguing example for addressing the above “chicken-and-egg” question (6), which is critical to the understanding of a wide range of functional and quantum materials. It is a fast ionic conductor (7) with highly mobile Cu ions. A phase transition in the bulk material occurs near 100 °C from a semiconducting (8) monoclinic symmetry low-chalcocite phase (9) [hereafter called the “L-s phase” (i.e., low, semiconducting); space group \( \text{P2}_1/c \)] to an electrically insulating (10) hexagonal symmetry high-chalcocite phase (7, 11) [hereafter called the “H-i phase” (i.e., high, insulating); space group \( \text{P6}_3/mmc \)]. The coinciding changes in the bulk electrical conductivity and crystal structure present a possibility for exploring the relationship between electronic and structural phase transitions. Difficulties in the synthesis of stoichiometric \( \text{Cu}_2\text{S} \) material and the lack of detailed theoretical treatments of both the crystal and the electronic structures of \( \text{Cu}_2\text{S} \) have hindered the understanding of the phase transition (7, 11–13).

Results and Discussion

We have recently synthesized high-quality \( \text{Cu}_2\text{S} \) nanoparticles (Materials and Methods), which are on the order of 10-nm thick and 100 nm in lateral dimension (Fig. 1 A and B). Electron diffraction patterns (Fig. 1C) obtained in a transmission electron microscope (TEM) from individual platelets along the [001] zone axis indicate that the nanoparticles exhibit a single-crystalline structural transition from the L-s phase (left half) to the H-i phase (right half) upon heating. The transition temperature of the nanoplates (∼80 °C), which occurs abruptly on heating and cooling, is somewhat lower than that of bulk \( \text{Cu}_2\text{S} \) (∼100 °C). The small suppression of the phase-transition temperature observed here for \( \text{Cu}_2\text{S} \) nanoparticles is consistent with previous studies on nanomaterials (14). The corresponding crystal structures of the L-s and H-i phases are displayed schematically in Fig. 1 D and E, respectively. At room temperature, the strongest reflections in the electron diffraction pattern obtained from the L-s phase have nearly hexagonal symmetry, but the observable superlattice reflections resulting from the structural modulation that makes the L-s phase monoclinic are also present. The electron diffraction pattern obtained from the H-i phase is purely hexagonal, with no superlattice—reflecting the absence of a structural modulation in this phase. Previous resistivity studies at various levels of nonstoichiometry in \( \text{Cu}_2\text{S} \) showed that the phase transition is abrupt on heating and cooling only when the Cu vacancies (x) present are less than 1% of the atomic weight (15), thus confirming the stoichiometry of our nanoparticles. Since Cu vacancies are acceptors in \( \text{Cu}_2\text{S} \), the hole carrier (hereafter denominated as “e\textsuperscript{+}”) concentration in our p-type nanoparticles n\textsuperscript{p} is less than 1%. The
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measured [using transport (16)] and calculated electronic structures (8) both report a bandgap of ∼1.5 eV for the H-i phase, while similar analysis of the L-s phase supports semiconducting behavior (8, 17).

During characterization of the Cu₂S nanoplates at room temperature, unexpected phase transitions were observed: We found that the electron diffraction pattern from an individual nanoplate oscillates abruptly between the L-s and H-i phases as the electron dose rate is monotonically increased. These observations were recorded in both reciprocal space and real space for more than 20 nanoplates and are highly reproducible (Movies S1 and S2). A typical series of electron diffraction patterns is shown in Fig. 2A, showing the alternating crystal structures as a function of electron dose rate. As the dose rate is increased smoothly (i.e., monotonically), a nanoplate undergoes a series of L-H–L-H transitions. Importantly for elucidating a mechanism for the transitions, the reverse sequence is observed when electron dose rate is smoothly decreased. Typical TEM images together with their corresponding fast Fourier transform (FFT) diffraction patterns, taken at different electron dose rates, provide a good real-space visualization of the structural transitions from the same nanoplate for which the electron diffractions were obtained (Fig. 2B). The H-i phase structure exhibits threefold rotational symmetry. Thus, the L-s phase structural modulation can appear in any one of three equivalent orientations in the H-i phase upon each H-L transition during the oscillation process.

We emphasize that, relevant to their origin, the oscillating transitions observed as a function of electron dose rate were found to be reversible and reproducible in a controlled manner. In particular, the structural transition and its products are very robust and do not vary with time under a fixed dose rate during continuous electron illumination. Aside from some hysteresis in the vicinity of the transitions through the cycles of dose-rate increase and decrease, the structural phase observed was found to be explicitly determined by the electron dose rate (Table S1).

Because changes in temperature can lead to structural phase transitions, the effect of temperature on the phase transitions in our Cu₂S nanoplates was further explored using in situ TEM. The experiments resulted in the construction of a temperature–dose-rate phase diagram for individual Cu₂S nanoplates (Fig. 3).
The resulting phase diagram is unexpected and yet highly reproducible. An individual nanoplate remains in the L-s phase at temperatures below 5 °C for all electron dose rates. The oscillating phase transition, L-H–L-H, as a function of electron dose rate, occurs only in a narrow temperature regime between ∼5 °C and ∼40 °C. Above ∼40 °C but below ∼80 °C, only a single L-H phase transition is observed (i.e., there is no oscillation) at the low incident–electron current of a few picoamperes (a picoampere, “pA,” is $10^{-12}$ Coulombs of charge per second or $6.24 \times 10^6$ electrons per second; the electron dose-rate readings in the microscope at the sample position are in the units of A·nm$^{-2}$, i.e., Coulomb·s$^{-1}$·nm$^{-2}$. The plotted and listed incident–electron currents due to the electron illumination in the entire article were obtained from the microscope dose-rate reading in Coulomb·s$^{-1}$·nm$^{-2}$ through multiplying by the area of the nanoplate) on an individual nanoplate ($\sim 9.4 \times 10^3$ nm$^2$; such plate is about 120 nm in size from corner to corner along the diagonal direction. Therefore, the incident–electron current is linearly proportional to the electron dose rate on the nanoplate). Finally, no phase transition is observed at any incident–electron current for nanoplates at temperatures above 80 °C; the nanoplates stay in the H-i phase. The scenario at room temperature, fortuitously in the temperature regime where the oscillatory phase transitions are observed (dashed line in Fig. 3), demonstrated in Fig. 2, is further illustrated in Fig. 4B, showing the presence of hysteresis in the electron dose-rate dependence of the phase transitions during the process.

It is of interest to unravel the role of the electron dose rate in inducing the structural transitions in the Cu$_2$S nanoplates. In general, electron-beam illumination is known to cause ionization, heating, electrostatic charging, and knock-on damage in materials (18–21). These possible effects were therefore investigated. Our electron-energy-loss spectra (EELS) acquired from individual nanoplates showed no detectable difference in the fine structure of the Cu-L edge between the L-s and H-i phases (Fig. S1); this rules out the possibility of a significant amount of Cu ionization during electron irradiation. A heating effect, which would be directly proportional to the electron dose rate, can be excluded as the dominant driving force for several reasons. Firstly, if the nanoplate temperature is made to rise due to the electron-beam heating, then the crystal phase of the nanoplate would not oscillate back and forth with increasing electron dose rate: A single L-s to H-i transition might be observed on increasing the dose rate (increased dose rate would supply more energy for heating in this scenario), but L-H–L-H oscillations would not be possible. Secondly, if an incident–electron current of $\sim 20$ pA (i.e., $1.25 \times 10^7$ electrons per second), which accounts for the first L-H transition of an individual nanoplate at 20 °C, could hypothetically heat up the nanoplate and cause an L-H transition due to heating above the transition temperature at
structural phase diagram of CuS through multiplying by the electron dose rate) constructed from TEM experiments from individual CuS nanoplates. Incident-electron current values from individual nanoplate at the transitions are shown as black triangles (see Table S2 for specific current values). The structures of different phases are also shown, with their unit cells highlighted. Following the yellow dashed line indicates the sequence of transitions as a function of dose rate at room temperature and is summarized in Fig. 2. Note that the electron dose-rate readings in the microscope at the sample position are in the units of Coulomb s⁻¹ nm⁻², i.e., 6.24 × 10⁻⁸ electrons s⁻¹ nm⁻². The plotted incident-electron currents were obtained from the microscope dose-rate reading in Coulomb s⁻¹ nm⁻² through multiplying by the area of the nanoplate (∼9.4 × 10⁻² nm²) where the observation was obtained.

Based on all of the considerations above, we propose that electrostatic charging is the driving mechanism for the phase transition. The process is schematically illustrated in Fig. 4. Electron illumination generates secondary and Auger electrons inside the thin samples during the TEM observations. When this is combined with poor electrical conductivity, positive charges can build up due to the escape of the secondary and Auger electrons from the sample (18, 19, 22–25). For CuS, the difference in the band gaps of the semiconducting L-s phase and the insulating H-i phase, meaning that their Fermi levels are at different energies, gives rise to drastic changes in the charge distribution throughout the nanoplate volumes during the electron-beam–radiation process. In the case of metals and semiconductors, secondary and Auger electrons can only escape from the top surface of a material—the typical escape depth is smaller than 1 nm for secondary electrons in metals (19). Thus, in the semiconducting L-s phase of the nanoplates, positive charge accumulates only at the top surface, resulting in the presence of an electrostatic field (19, 23). This causes a depletion of the existing positive carriers, i.e., the e⁺.

80 °C, it is impossible that a 400-pA electron current (20× the power input) would be able to raise the temperature of the nanoplate from 5 to 80 °C (a ΔT difference of only 15 °C); at 5 °C the nanoplates are observed to remain in their L-s phase regardless of the electron dose rate. Moreover, the fact that the oscillation of the transition is reversible, occurring both on increasing the electron dose rate from its minimum and decreasing the dose rate from its maximum, indicates that no irreversible changes in the material stoichiometry or crystalline perfection could have occurred during the electron dose process; irreversible processes such as mass loss or hydrocarbon contamination also could not have occurred. Finally, the knock-on mechanism, which describes the direct displacement of atoms from the crystal lattice by the incident–electron beam, and is a function of the energy of the incident beam voltage, can also be considered as a possible effect taking place during the observations. With the energy transfer from the incident beam to the CuS material, Cu and S could move from their original positions. However, the L-H transition should follow thermodynamic rules, and thus although we did not explicitly exclude the possibility, it is unlikely that the knock-on mechanism plays a central role in our observations because it is hard to imagine how it could result in the observed oscillating phase transition as a function of monotonically changing beam dose rate. Nevertheless, the knock-on effect can be very complicated in this material and it would be interesting to further examine the mechanism using an electron beam with various incident energies in the future.

Fig. 3. Structural phase diagram of CuS nanoplates. The structural phase diagram (temperature of the L-H phase transition as a function of electron dose rate) constructed from TEM experiments from individual CuS nanoplates. Incident-electron current values from individual nanoplate at the transitions are shown as black triangles (see Table S2 for specific current values). The structures of different phases are also shown, with their unit cells highlighted. Following the yellow dashed line indicates the sequence of transitions as a function of dose rate at room temperature and is summarized in Fig. 2. Note that the electron dose-rate readings in the microscope at the sample position are in the units of Coulomb s⁻¹ nm⁻², i.e., 6.24 × 10⁻⁸ electrons s⁻¹ nm⁻². The plotted incident-electron currents were obtained from the microscope dose-rate reading in Coulomb s⁻¹ nm⁻² through multiplying by the area of the nanoplate (∼9.4 × 10⁻² nm²) where the observation was obtained.

Fig. 4. Role of electron dose rate in the structural transitions. (A) Schematic of positive charge distribution induced by the electron illumination in the nanoplates during the phase transitions. Secondary and Auger electrons are generated from the electron-beam illumination and can escape from the nanoplate, leaving the nanoplate positively charged and creating a static electric field inside the nanoplate. In the L-s phase, only the top surface is positively charged, causing a charge depletion of the existing e⁺ carriers (A, Top), while the e⁺ concentration is increased to a high level induced by the electron illumination (A, Bottom). (B) Structural phase transition as a function of the electron dose rate at room temperature (indicated by the yellow dashed line in Fig. 3), buildup electric field inside a nanoplate, and e⁺ concentration (n⁺) are plotted as a function of electron dose rate during the phase transitions.
On the other hand, in an electronic insulator, the escape depth for secondary and Auger electrons is widely accepted to be on the order of tens of nanometers (19, 24, 25), at least an order of magnitude larger than in a semiconducting phase. Assuming an exponential decay of the charge distribution along the incident–electron-beam direction (Fig. S2), this long escape depth when combined with the thin nanoplates directly leads to a significant $e^-$ density in the full volume in the insulating H-i phase, with a static electric field that is also perpendicular to the top surface of the nanoplate.

The result is a redistribution of the electronic charge during electron radiation. The observed structures, average electric field, and $e^-$ concentration are plotted in Fig. 4B as a function of electron dose rate. Note that we can only observe the “quasi-steady” state where charge generation and redistribution has reached a dynamical balance for a given electron dose rate (Fig. S3). This dynamical balance takes place on a timescale faster than can be observed in conventional electron diffraction, and thus the kinetics of the transformation is outside the scope of the current discussion.

Combining the TEM observations and analysis of the electron pumping mechanisms, it can be concluded that the structural phase transitions observed in Cu$_3$S nanoplates under TEM illumination are driven by the change of positive carrier $e^+$ concentration and redistribution in the nanoplates. The electron beam probes the structures of the nanoplates while inducing two competing processes. One process is to deplete the existing $e^-$ from the nanoplate volume as charge accumulates at the top surface. The other is to generate $e^+$ as a natural result of electron illumination, maintaining the concentration of positive carriers at a finite level in the volume of the nanoplate. The charge-depletion mechanism dominates in the L-s phase while the charge-generating mechanism dominates in the H-i phase. In the L-s phase, the $e^-$ concentration is mainly determined by the strength of the static electric field induced by the electron beam (Fig. 4B). Namely, the higher the electron dose rate applied, the lower the $e^-$ concentration in the L-s nanoplate. On the other hand, where the charge-generating mechanism dominates (in the H-i phase), the influence of the electric field on the $e^-$ concentration is significantly weakened; instead, the $e^-$ concentration is directly proportional to the electron dose rate. As a result, with increasing electron dose rate, the $e^-$ concentration in each, together with the Fermi level, changes in a direction that makes the other phase more energetically favorable (Fig. 4B). This leads to the oscillating phase transitions observed in this work. The critical electron dose rates for the transitions mark where the total energies of the L-s and H-i phases are of importance in revealing the fundamental electronic and optical properties of a given material.

This electronically driven structural phase-transition mechanism can explain very well the origin of puzzling previously reported results obtained from Cu$_3$S, including its anomalous switching behavior under voltage pulses (13). The electron pumping mechanism across a structural phase transition that we observe for Cu$_3$S nanoplates will no doubt also be operating in other metastable and nonequilibrium phases as well, and for metal–insulator phase transitions in general in nanoparticles of complex materials (26–28).

The subtle electronic and lattice structure differences between the L-s and H-i phases in Cu$_3$S are of importance in revealing the influence of the underlying physics, such as electron–phonon coupling, in the observed carrier-concentration-induced structural transition. The discussion for the crystal structure of the H-i phase can be found in Fig. S4. Because the oscillatory character of the phase transition in a Cu$_3$S nanoplate highly depends on the temperature, as demonstrated in the phase diagram in Fig. 34, phonons are likely to play a significant role in the transition mechanism. In particular, anharmonic lattice dynamics has been proposed to be critical in the understanding of the thermal/transport properties in Cu$_3$S (7) and the electric-field-driven transition in VO$_2$ (29). In light of the strong interplay between degrees of freedom that often gives rise to gigantic effects and “electronically soft” behavior in correlated materials (30), unusual coupling between charge and phonons is anticipated to be responsible for the “structurally soft” behavior in Cu$_3$S.

Materials and Methods

Synthesis of Cu$_3$S Nanoplates. The Cu$_3$S nanoplates were obtained by thermal decomposition of Cu$_3$ precursors that contain trace amount of sulfur at a concentration of ~0.2 ppm by weight. In a typical synthesis, copper(I) 2,4-diaminotoluene (52.5 mg; Alfa Aesar, 98%), copper(I) chloride anhydrous (CuCl, 411 mg; Alfa Aesar, 98%), and 1-dodecylamine (5 g; Alfa Aesar, 98%) were added to a 25-mL three-neck round-bottom flask equipped with a magnetic stir bar. The solid mixture was degassed with argon for 15 min to remove oxygen, and then heated to 220 °C. The reaction was allowed to proceed for 48 h before the reaction was quenched by removing the reaction from the heating mantle. As the reaction temperature was cooled to 180 °C, the solution was removed from the reaction flask and placed into a 15-mL centrifuge tube containing ethanol. The product was collected by centrifuging at 6,000 rpm/4,185 $\times$ g (VWR Clinical 200 centrifuge) for 4 min and further purified by ethanol/toluene (1:10 vol/vol) mixture twice before it was redispersed in toluene for future use.

TEM Analysis. TEM experiments were carried out using a JEOL ARM200 microscope (accelerating voltage = 200 kV) with double Cs correctors as well as a JEOL 2100F microscope (accelerating voltage = 200 kV), both equipped with Gatan heating and cooling holders.
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