Correction

APPLIED MATHEMATICS


The authors note that, due to a printer’s error, some axis units in Fig. 3, Fig. S3, and Fig. S5 appeared incorrectly. The corrected figures and their respective legends appear below. The SI has been corrected online. The main manuscript itself has not been updated and remains as originally published.

Fig. 3. Scale selection controls mirror-symmetry breaking and induces an inverse energy cascade. We demonstrate these effects for active fluids with (A–D) a small active bandwidth $\kappa_S$ and (E–H) a wide bandwidth $\kappa_W$ (Fig. 1A). The intermediate case $\kappa_I$ is presented in Fig. S3. (A) Energy spectra $e^{\pm}(k)$ of the helical velocity-field modes show strong symmetry breaking for small bandwidth parameter $\kappa_S$. In this example, the system spontaneously selects positive helicity modes, such that $e^+(k) > e^-(k)$ at all dominant wavenumbers. Dashed vertical lines indicate the boundaries of the energy injection domain II. (B) The resulting energy fluxes $\Pi^{\pm}(k)$ combine into the total flux $\Pi(k)$, which is negative in region I and positive in region III, signaling inverse and forward energy transfers, respectively. (C) Contributions to the energy flow $\langle P_{ij}(k) \rangle$ between the three spectral domains I, II, and III (18 possibilities, columns) from the eight types of triad interactions (rows). In reflection-invariant turbulence, this table remains unchanged under upside-down flipping ($++ \leftrightarrow --$). Instead, we observe a strong asymmetry, with two cumulative triads (D) dominating the energy transfer. Red and blue arrows represent transfer toward large and small scales, respectively, and thickness represents magnitude of energy flow. Green arrows (H) represent transfer within the same spectral domain. The direction of the energy flow is in agreement with the instability assumption of Waleffe (19). In this case, 18.2% of the injected energy is transferred from region II to region I and 81.8% is transferred from region II to region III. (E–H) The same plots for an active fluid with wide active bandwidth $\kappa_W$. (E and F) Energy spectra show weaker parity breaking (F) and suppression of the inverse energy cascade (F). (G) The energy flow table partially recovers the upside-down ($++ \leftrightarrow --$) symmetry. (H) The most active triads now favor the forward cascade, so that only 1.1% of the injected energy flows into region I, whereas 98.9% is transferred into region III. Data represent averages over single runs (Fig. S2). Simulation parameters are identical to those in Fig. 2.
Fig. S3. Mirror-symmetry breaking and inverse energy cascade for an active fluid with the intermediate bandwidth $\kappa_s$, showing the same quantities as in Fig. 3 of the main text. Overall, 15.4% of the injected energy flows into region I, whereas 84.6% flows into region III.
Fig. S5. (A) Relaxation time for spontaneous symmetry breaking depends on the domain size. (B and C) Kinetic energy (B) and helicity (C) as a function of time for a very large domain ($L = 48\Lambda$). The relaxation proceeds in two stages: the initial stage characterized by a rapid exponential growth rate ($t < 20\tau$), followed by a slower linear growth until full relaxation ($t \approx 100\tau$). (D–F) Energy spectra at various stages of the relaxation process (compare with dashed lines in B and C) show how the system realizes a state with broken mirror symmetry.
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Classical turbulence theory assumes that energy transport in a 3D turbulent flow proceeds through a Richardson cascade whereby larger vortices successively decay into smaller ones. By contrast, an additional inverse cascade characterized by vortex growth exists in 2D fluids and gases, with profound implications for meteorological flows and fluid mixing. The possibility of a helicity-driven inverse cascade in 3D fluids had been rejected in the 1970s based on equilibrium-thermodynamic arguments. Recently, however, it was proposed that certain symmetry-breaking processes could potentially trigger a 3D inverse cascade, but no physical system exhibiting this phenomenon has been identified to date. Here, we present analytical and numerical evidence for the existence of an inverse energy cascade in an experimentally validated 3D active fluid model, describing microbial suspension flows that spontaneously break mirror symmetry. We show analytically that self-organized scale selection, a generic feature of many biological and engineered nonequilibrium fluids, can generate parity-violating Beltrami flows. Our simulations further demonstrate how active scale selection controls mirror-symmetry breaking and the emergence of a 3D inverse cascade.

Significance

Turbulence provides an important mechanism for energy redistribution and mixing in interstellar gases, planetary atmospheres, and the oceans. Classical turbulence theory suggests for ordinary 3D fluids or gases, such as water or air, that larger vortices can transform into smaller ones but not vice versa, thus limiting energy transfer from smaller to larger scales. Our calculations predict that bacterial suspensions and other pattern-forming active fluids can deviate from this paradigm by creating turbulent flow structures that spontaneously break mirror symmetry. These results imply that the collective dynamics of swimming microorganisms can enhance fluid mixing more strongly than previously thought.
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symmetry leads to an inverse cascade with triad interactions as predicted by Waleffe (19) about 25 years ago.

Results

Theory. We consider pattern-forming nonequilibrium fluids consisting of a passive solvent component, such as water, and a stress-generating active component, which could be bacteria (34), ATP-driven microtubules (38), or Janus particles (46, 47). In contrast to earlier studies, which analyzed the velocity field of the active matter component (35, 48, 49), we focus here on the incompressible solvent velocity field \( \mathbf{v}(t, x) \) described by

\[
\nabla \cdot \mathbf{v} = 0, \quad [1a]
\]

\[
\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla p + \nabla \cdot \mathbf{\sigma}, \quad [1b]
\]

where \( p(t, x) \) is the local pressure. The effective stress tensor \( \mathbf{\sigma}(t, x) \) comprises passive contributions from the intrinsic solvent fluid viscosity and active contributions representing the stresses exerted by the microswimmers on the fluid (50–53). Experiments (32, 34, 35, 38, 54, 55) show that active stresses typically lead to vortex scale selection in the ambient solvent fluid. This mesoscale pattern formation stands in contrast to the scale-free vortex structures in externally driven classical turbulence and can be described phenomenologically through the stress tensor (36, 37)

\[
\mathbf{\sigma} = (\mathbf{\Gamma}_0 - \mathbf{\Gamma}_2 \nabla^2 + \mathbf{\Gamma}_4 \nabla^4)[\nabla \mathbf{v} + (\nabla \mathbf{v})^T], \quad [1c]
\]

where the higher-order derivatives \( \nabla^{2n} \equiv (\nabla^2)^n, n > 2 \) account for non-Newtonian effects (56) (Model Justification). Such higher-order stresses arise naturally from diagrammatic expansions (57). Similar 1D and 2D models have been studied in the context of soft-mode turbulence and seismic waves (58–60).

The parameters \( (\mathbf{\Gamma}_0, \mathbf{\Gamma}_2, \mathbf{\Gamma}_4) \) encode microscopic interactions, thermal and athermal fluctuations, and other nonequilibrium phenomena. For \( \mathbf{\Gamma}_2 = \mathbf{\Gamma}_4 = 0 \), Eq. 1 reduces to the standard Navier–Stokes equations with kinematic viscosity \( \mathbf{\Gamma}_0 > 0 \). For \( \mathbf{\Gamma}_0 > 0, \mathbf{\Gamma}_2 > 0 \) and \( \mathbf{\Gamma}_4 < 0 \), Eq. 1c defines the simplest ansatz for an active stress tensor that is isotropic, selects flow patterns of a characteristic scale (Fig. 1), and yields a stable theory at small and large wavenumbers (36, 37). The active-to-passive phase transition corresponds to a sign change from \( \mathbf{\Gamma}_2 > 0 \), which can be realized experimentally through a decrease in ATP or nutrient depletion. The nonnegativity of \( \mathbf{\Gamma}_0 \) and \( \mathbf{\Gamma}_4 \) follows from stability considerations. \( \mathbf{\Gamma}_2 \) describes the damping of long-wavelength perturbations on scales much larger than the correlation length of the coherent flow structures, whereas \( \mathbf{\Gamma}_2 \) and \( \mathbf{\Gamma}_4 \) account for the growth and damping of modes at intermediate and small scales (Fig. 4A). The resulting nonequilibrium flow structures can be characterized in terms of the typical vortex size \( \mathbf{\Lambda} = \pi \sqrt{2\mathbf{\Gamma}_4/(\mathbf{\Gamma}_2)} \), growth time scale (37)

\[
\tau = \left[ \frac{\mathbf{\Gamma}_2}{2\mathbf{\Gamma}_4} \right]^{-1},
\]

circulation speed \( \mathbf{U} = 2\mathbf{\pi} / \tau \), and spectral bandwidth (Fig. 4A)

\[
\kappa = \left( \frac{\mathbf{\Gamma}_2}{\mathbf{\Gamma}_4} - 2\mathbf{\Gamma}_0 / \mathbf{\Gamma}_4 \right)^{1/2}.
\]

Specifically, we find \( \mathbf{\Lambda} = 41 \mu m, \mathbf{U} = 57 \mu m/s, \) and \( \kappa = 73 \) mm\(^{-1} \) for flows measured in Bacillus subtilis suspensions (34, 35) and \( \mathbf{\Lambda} = 130 \mu m, \mathbf{U} = 6.5 \mu m/s, \) and \( \kappa = 21 \) mm\(^{-1} \) for ATP-driven microtubule–network suspensions (38) (Comparison with Experiments). We emphasize, however, that truncated polynomial stress tensors of the form 1c can provide useful long-wavelength approximations for a broad class of pattern-forming liquids, including magnetically (61), electrically (62), thermally (46, 63, 64), or chemically (47, 65) driven flows.

Exact Beltrami-Flow Solutions and Broken-Mirror Symmetry. The higher-order Navier–Stokes equations defined by Eq. 1 are invariant under the parity transformation \( x \rightarrow -x \). Their solutions, however, can spontaneously break this mirror symmetry. To demonstrate this explicitly, we construct a family of exact nontrivial stationary solutions in free space by decomposing the Fourier series \( \mathbf{v}(t, \mathbf{k}) \) of the divergence-free velocity field \( \mathbf{v}(t, x) \) into helical modes (19, 24)

\[
\mathbf{v}(t, \mathbf{k}) = u^+(t, \mathbf{k}) \mathbf{h}^+(\mathbf{k}) + u^-(t, \mathbf{k}) \mathbf{h}^-(\mathbf{k}), \quad [2]
\]

where \( \mathbf{h}^\pm \) are the eigenvectors of the curl operator, \( \mathbf{i} \mathbf{k} \wedge \mathbf{h}^\pm = \pm k \mathbf{h}^\mp \) with \( k = |\mathbf{k}| \). Projecting Eq. 1b onto helicity eigenstates (19) yields the evolution equation for the mode amplitudes \( u^\pm \),

\[
[\partial_t + \xi(\mathbf{k})]u^\pm(t, \mathbf{k}) = \sum_{(p, q)} f^\pm(t; \mathbf{k}, \mathbf{p}, \mathbf{q}), \quad [3]
\]

where \( \xi(\mathbf{k}) = \mathbf{\Gamma}_0 k^2 + \mathbf{\Gamma}_2 k^4 + \mathbf{\Gamma}_4 k^6 \) is the active stress contribution, and the nonlinear advection is represented by all triadic interactions (19, 24)

\[
f^{\pm}(t; \mathbf{k}, \mathbf{p}, \mathbf{q}) = -\frac{1}{4} \sum_{s_p, s_q} \left( s_p s_q - s_q s_p \right) \left( \mathbf{\hat{R}}^p \wedge \mathbf{\hat{R}}^q \right) \cdot \mathbf{\hat{R}}^\pm \mathbf{\hat{R}}^\pm, \quad [4]
\]

Fig. 1. Exact Beltrami-flow solutions and spontaneous mirror-symmetry breaking in 3D simulations. (A) Linear stability analysis of Eq. 1 distinguishes three different regions in Fourier space: Domains I and III are dissipative, whereas domain II represents active modes. The radius of the active shell II corresponds approximately to the inverse of characteristic pattern formation scale \( \mathbf{\Lambda} \). The bandwidth \( \kappa \) measures the ability of the active fluid component to concentrate power input in Fourier space. (B) Two examples of exact stationary bulk solutions of Eq. 1 realizing Beltrami vector fields of opposite helicity, obtained from Eq. 5 by combining modes of the same helicity located on one of the marginally stable gray surfaces in \( \mathbf{\Lambda} \). (C) Simulations with random initial condition spontaneously select one of two helicity branches. The histogram represents an average over 150 runs with random initial conditions, sampled over the statistically stationary state starting at time \( t = 20\tau \) (dashed line). Simulation parameters: \( \mathbf{\Lambda} = 75 \mu m, \mathbf{U} = 72 \mu m/s, \kappa_0 = 0.9 / \mathbf{\Lambda}, \mathbf{L} = 8 \mathbf{\Lambda} \) (see also Fig. 2 and Supporting Information for larger simulations).
between helical $k$ modes and $p, q$ modes, where $s_k, s_p, s_q \in \{\pm\}$ are the corresponding helicity indexes [overbars denote complex conjugates of $h^\nu = h^{\nu^*}(p)$, etc. (19)]. There are 2 degrees of freedom per wavevector and hence eight types of interactions for every triple $(k, p, q)$. As evident from Eq. 4, arbitrary superpositions of modes with identical wavenumber $p = q = k\lambda$ and same helicity index annihilate the advection term, because $s_p s_q = s_q = 0$ in this case. Therefore, by choosing $k\lambda$, to be a root of the polynomial $\ell(k)$, corresponding to the gray surfaces in Fig. 1L4, we obtain exact stationary solutions

$$v^\nu(x) = \sum_{k = k_1}^{k = k_2} u^\nu(k)(\ell(k)\hat{v}(k)\exp(ikx), \quad [5]$$

where $u^\nu(-k) = \bar{u}^\nu(k)$ ensures real-valued flow fields. In particular, these solutions (Eq. 5) correspond to Beltrami flows (43–45), obeying $\nabla \cdot v^\nu = \pm L_\nu v^\nu$. Applying the parity operator to any right-handed solution $v^\nu(x)$ generates the corresponding left-handed solution $-v^\nu(x)$ and vice versa (Fig. 1B).

Although the exact solutions $v^\nu(x)$ describe stationary Beltrami fields (43–45) of fixed total helicity $\mathcal{H} = \int d^3 x v^\nu \cdot \hat{\omega}^\nu$, where $\omega = \nabla \times v$ is the vorticity, it is not yet clear whether parity violation is a generic feature of arbitrary time-dependent solutions of Eq. 1. As we demonstrate next, simulations with random initial conditions do indeed converge to statistically stationary flow states that spontaneously break mirror symmetry and are close to Beltrami flows.

**Spontaneous Mirror-Symmetry Breaking in Time-Dependent Solutions.** We simulate the full nonlinear Eq. 1 on a periodic cubic domain (size $L$) using a spectral algorithm (Numerical Methods). Simulations are performed for typical bacterial parameters ($G_0, G_1, G_2$), keeping the vortex scale $\Lambda = 75$ µm and circulation speed $U = 72$ µm/s fixed (34, 35) and comparing three spectral bandwidths $k_{S} = 0.63/\Lambda = 8.4$ mm$^{-1}$, $k_{I} = 0.90/\Lambda = 12$ mm$^{-1}$, and $k_{W} = 2.11/\Lambda = 28.1$ mm$^{-1}$, corresponding to active fluids with a small (S), an intermediate (I), and a wide (W) range of energy injection scales. A small bandwidth means that the active stresses inject energy into a narrow shell in Fourier space, whereas a wide bandwidth means energy is pumped into a wide range of Fourier modes (Fig. 1L4). All simulations are initiated with weak incompressible random flow fields. For all three values of $\kappa$, we observe spontaneous mirror-symmetry breaking indicated by the time evolution of the mean helicity $\mathcal{H} = (1/L^3) \int d^3 x h$, where $h = \omega \cdot \omega$ is the local helicity. During the initial relaxation phase, the flow dynamics are attracted to states of well-defined total helicity and remain in such a statistically stationary configuration for the rest of the simulation. As an illustration, Fig. 1C shows results from 150 runs for $\kappa = k_{I}$ and $L = 5A$, with flow settling into a positive (negative) mean helicity state 72 (78) times. This spontaneous mirror-symmetry breaking is robust against variations of the bandwidth and simulation box size, as evident from the local vorticity and helicity fields for $\kappa = k_{S}$ and $L = 32A$ in Fig. 2A and B.

**Beltrami-Flow Attractors.** Having confirmed spontaneous parity violation for the time-dependent solutions of Eq. 1, we next characterize the chaotic flow attractors. To this end, we measure and compare the histograms of the angles between the local velocity field $\mathbf{v}(x)$ and vorticity field $\mathbf{\omega}(x)$ for the three bandwidths $k_{S} < k_{I} < k_{W}$. Our numerical results reveal that a smaller active bandwidth, corresponding to a more sharply defined scale selection, causes a stronger alignment of the two fields (Fig. 2C). Recalling that perfect alignment, described by $\omega = \lambda v$ with eigenvalue $\lambda$, is the defining feature of Beltrami flows (43–45), we introduce the Beltrami measure $\beta = v \cdot \omega / (|v|^2)$. For ideal Beltrami fields, the distribution of $\beta$ becomes a delta peak centered at $\beta = 1$. Identifying $\lambda$ with the midpoint of the active shell ($\lambda \approx \pi / \Lambda$), which approximately corresponds to the most dominant pattern formation scale in Eq. 1, we indeed find that the numerically computed flow fields exhibit $\beta$ distributions that are sharply peaked at $\beta = 1$ (Fig. 2D). Keeping $\Lambda$ and $U$ constant, the sharpness of the peak increases with decreasing active bandwidth $\kappa$. These results imply that active fluids with well-defined intrinsic scale selection realize flow structures that are statistically close to Beltrami fields, as suggested by the particular analytical solutions derived earlier.

**Discussion**

**Spontaneous Parity Breaking vs. Surgical Mode Removal.** Important previous studies identified bifurcation mechanisms (66–68) leading to parity violation in 1D and 2D (69) continuum models of pattern-forming nonequilibrium systems (70, 71). The above analytical and numerical results generalize these ideas to 3D fluid flows, by showing that an active scale selection mechanism can induce spontaneous helical mirror-symmetry breaking. Such self-organized parity violation can profoundly affect energy transport and mixing in 3D active fluids, which do not satisfy the premises of Kraichnan’s thermodynamic no-go argument (23). An insightful recent study (24), based on the classical Navier–Stokes equation, found that an ad hoc projection of solutions to positive or negative helicity subspaces can result in an inverse cascade but it has remained an open question whether such a surgical mode removal can be realized experimentally in passive fluids. By contrast, active fluids spontaneously achieve helical parity breaking (Fig. 1C) by approaching Beltrami-flow states

---

**Fig. 2.** Active fluids spontaneously break mirror symmetry by realizing Beltrami-type flows. (A) Snapshot of a representative vorticity component field $\omega_x \ (\text{Movie S1})$ for an active fluid with small bandwidth $k_{S} = 0.63/\Lambda$, as defined in Fig. 1A. (B) The corresponding helicity field signals parity-symmetry breaking, leading to a positive-helicity flow in this example. (C) Histograms of the angles between velocity $\mathbf{v}$ and vorticity $\mathbf{\omega}$ quantify the alignment between the two fields for different active bandwidths $k_{S} < k_{I} < k_{W}$. The smaller the bandwidth $k_{S}$, the stronger the alignment between $\mathbf{v}$ and $\mathbf{\omega}$. (D) Numerically estimated distributions of the Beltrami measure $\beta = v \cdot \omega / (|v|^2)$, shown on a log scale. An ideal Beltrami flow with $\omega = \lambda v$ produces a delta peak centered at $\beta = 1$. Identifying $\lambda$ with the midpoint of the active shell ($\lambda \approx \pi / \Lambda$), which approximately corresponds to the most unstable wavenumber and the characteristic pattern formation scale, we observe that a smaller active bandwidth leads to a sharper peak and hence more Beltrami-like flows. Data were taken at a single representative time point long after the characteristic relaxation time. Simulation parameters: $\Lambda = 75$ µm, $U = 72$ µm/s, $L = 32A$. Stomka and Dunkel
(Fig. 2 C and D), suggesting the possibility of a self-organized inverse energy cascade even in 3D. Before testing this hypothesis we recall that the model defined by Eq. 1 merely assumes the existence of linear active stresses to account for pattern scale selection as observed in a wide range of microbial suspensions (35, 38, 54, 72), but does not introduce nonlinearities beyond those already present in the classical Navier–Stokes equations. That is, energy redistribution in the solvent fluid is governed by the advective nonlinearities as in conventional passive liquids.

**Inverse Cascade in 3D Active Fluids.** To quantify how pattern scale selection controls parity breaking and energy transport in active fluids, we analyzed large-scale simulations ($L = 32\Lambda$; Fig. 2A and B) for different values of the activity bandwidth $\kappa$ (Fig. 4A) while keeping the pattern scale $\Lambda$ and the circulation speed $U$ fixed. The active shell (red domain II in Fig. 4A) corresponds to the energy injection range in Fourier space and provides a natural separation between large flow scales (blue domain I) and small flow scales (blue domain III). Consequently, the forward cascade corresponds to a net energy flux from domain II to domain III, whereas an inverse cascade transports energy from domain II to I. We calculate energy spectra $e(k) = e^+(k) + e^-(k)$ and energy fluxes $\Pi(k) = \Pi^+(k) + \Pi^-(k)$ directly from our simulation data, by decomposing the velocity field into helical modes as in Eq. 2, which yields a natural splitting into cumulative energy and flux contributions $e^\pm(k)$ and $\Pi^\pm(k)$ from helical modes $u^\pm(k)$, lying on the wavenumber shell $|k| = k$ (Numerical Methods). Time-averaged spectra and fluxes are computed for each simulation run after the system has relaxed to a statistically stationary state (Fig. S2). For a small injection bandwidth $\kappa_S$, the energy spectra $e^\pm(k)$ reflect the broken mirror symmetry, with most of the energy being stored in either the positive-helicity or the negative-helicity modes (Fig. 3A), depending on the initial conditions. Moreover, in addition to the expected 3D forward transfer, the simulation data for $\kappa_S$ also show a significant inverse transfer, signaled by the negative values of the total flux $\Pi(k)$ (yellow curve in Fig. 3F) in domain I. As evident from the blue curves in Fig. 3 A and B, this inverse cascade is facilitated by the helical modes that carry most of the energy. For a large injection bandwidth $\kappa_W \gg \kappa_S$, the energy spectra continue to show signatures of helical symmetry breaking (Fig. 3E), but the energy transported to larger scales becomes negligible relative to the forward cascade, as contributions from opposite-helicity modes approximately cancel in the long-wavelength domain I (Fig. 3F). Results for the intermediate case $\kappa_M$ still show a significant inverse transfer (Figs. S3 and S4E), demonstrating how the activity bandwidth—or, equivalently, the pattern selection range—controls both parity violation and inverse cascade formation in an active fluid. The upward transfer is noninertial at intermediate scales, as indicated by the wavenumber dependence of

![Scale selection controls mirror-symmetry breaking and induces an inverse energy cascade.](image-url)
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**Fig. 3.** Scale selection controls mirror-symmetry breaking and induces an inverse energy cascade. We demonstrate these effects for active fluids with (A–D) a small active bandwidth $\kappa_S$ and (E–H) a wide bandwidth $\kappa_W$ (Fig. 1A). The intermediate case $\kappa_M$ is presented in Fig. S3. (A) Energy spectra $e^\pm(k)$ of the helical velocity-field modes show strong symmetry breaking for small bandwidth parameter $\kappa_S$. In this example, the system spontaneously selects positive helicity modes, such that $e^+(k) > e^-(k)$ at all dominant wavenumbers. Dashed vertical lines indicate the boundaries of the energy injection domain II. (B) The resulting energy fluxes $\Pi^\pm$ combine into the total flux $\Pi(k)$, which is negative in region I and positive in region III, signaling inverse and forward energy transfers, respectively. (C) Contributions to the energy flow $(\Pi^\pm)_{\kappa^\pm}A_\kappa$ between the three spectral domains I, II, and III (18 possibilities, columns) from the eight types of triad interactions (rows). In reflection-invariant turbulence, this table remains unchanged under upside-down flipping ($++ \leftrightarrow --$). Instead, we observe a strong asymmetry, with two cumulative triads (D) dominating the energy transfer. Red and blue arrows represent transfer toward large and small scales, respectively, and thickness represents magnitude of energy flow. Green arrows (H) represent transfer within the same spectral domain. The direction of the energy flow is in agreement with the instability assumption of Waleffe (19). In this case, 18.2% of the injected energy is transferred from region II to region I and 81.8% is transferred from region III to II. (E–H) The same plots for an active fluid with wide active bandwidth $\kappa_W$. (E and F) Energy spectra show weaker parity breaking ($E$) and suppression of the inverse energy cascade ($F$). (G) The energy flow table partially recovers the upside-down ($++ \leftrightarrow --$) symmetry. (H) The most active triads now favor the forward cascade, so that only 1.1% of the injected energy flows into region I, whereas 98.9% is transferred into region III. Data represent averages over single runs (Fig. S2). Simulation parameters are identical to those in Fig. 2.
the energy flux (Fig. 3B). At very large scales $\gg \Lambda$, however, the flux approaches an inertial plateau (Cascade Characteristics). In contrast to the energy-mediated 2D inverse cascade in passive fluids, the helicity-driven 3D inverse cascade in active fluids is linked to the formation of extended vortex chain complexes that move collectively through the fluid (Movie S1 and Cascade Characteristics).

**Triad Interactions**. Our numerical flux measurements confirm directly the existence of a self-sustained 3D inverse cascade induced by spontaneous parity violation, consistent with earlier projection-based arguments for the classical Navier–Stokes equations (24). An inverse energy cascade can exist in 3D active fluids because mirror-symmetry breaking favors only a subclass of all possible triad interactions, which describe advective energy transfer in Fourier space between velocity modes $(v(k), v(p), v(q))$ with $k + p + q = 0$ (compare with Eq. 4). To analyze in detail which triads are spontaneously activated in a pattern-forming nonequilibrium fluid, we consider combinations $K, P, Q \in \{1, 11, 111\}$ of the spectral domains in Fig. L4 and distinguish modes by their helicity index $s_k, s_p, s_q \in \{\pm\}$. The helicity-resolved integrated energy flux into the region $(K, s_K)$ due to interaction with regions $(P, s_P)$ and $(Q, s_Q)$ is given by (Numerical Methods)

$$\bar{\mathcal{F}}_{KPQ}^{KSPQ} = \frac{1}{2} \left( \bar{\mathcal{F}}_{KPQ}^{KSPQ} + \bar{\mathcal{F}}_{KPQ}^{KQSP} \right),$$

where the unsymmetrized flows are defined by

$$\bar{\mathcal{F}}_{KPQ}^{KSPQ} = -\int d^3v P^K_s \cdot \nabla Q^P_s [v^Q_s],$$

with $v^K_s(t, x)$ denoting the helical Littlewood–Paley velocity components, obtained by projecting onto modes of a given helicity index $s_k \in \{\pm\}$ restricted to the Fourier domain $K$. Entries of $\mathcal{F}$ are large when the corresponding triads are dominant.

For active fluids, Fourier space is naturally partitioned into three regions (Fig. L4) and there are $3^3 = 8$ helicity index combinations. The triad tensor $\mathcal{F}$ is symmetric in the last two indexes, so that $\mathcal{F}$ has $8 \times 18$ independent components encoding the fine structure of the advective energy transport. Stationary time averages for $\mathcal{F}$, measured from our simulations (Numerical Methods) for small ($k_S$) and wide ($k_W$) energy injection bandwidths, are shown in Fig. 3 C and G. For reflection-symmetric turbulent flows, these two tables would remain unchanged under an upside-down flip $(\pm \rightarrow \mp)$. By contrast, we find a strong asymmetry for a narrow bandwidth $k_S$ (Fig. 3C), which persists in weakened form for $k_W$ (Fig. 3G). Specifically, we observe for $k_S$ two dominant cumulative triads with energy flowing out of the active spectral range II into the two passive domains I and III (Fig. 3D). These cumulative triads visualize dominant entries of the tables in Fig. 3 C and G and represent the total contributions from all triadic interactions between modes with given helicity indexes and with "legs" lying in the specified spectral domain. The observed energy transfer directions, with energy flowing out of the intermediate domain II when the small-scale modes carry the same helicity index, are in agreement with a turbulent instability mechanism proposed by Waleffe (19). Interestingly, however, our numerical results show that both "R"-interaction channels $+++$ and $+++\,$ contribute substantially even in the case of strong parity breaking $(k_S; \text{Fig. 3D})$; when one surgically projects the full dynamics onto states with fixed parity, only the $+++\,$ channel remains (24). By contrast, for a wide bandwidth $k_W$, the dominating triad interactions (Fig. 3H) favor the forward cascade. Hence, the inverse energy cascade in 3D active fluids is possible because only a subset of triadic interactions is active in the presence of strong mirror-symmetry breaking. This phenomenon is controlled by the spectral bandwidth of the scale selection mechanism.

**Enhanced Mixing**. Eq. 1 describe a 3D isotropic fluid capable of transporting energy from smaller to larger scales. Previously, self-organized inverse cascades were demonstrated only in effectively 2D flows (6, 18, 20, 25, 73–79). The 2D inverse cascade has been intensely studied in meteorology (6, 7), a prominent example being Ljovian atmospheric dynamics (80), because of its importance for the mixing of thin fluid layers (81–83). Analogously, the 3D inverse cascade and the underlying Beltrami-flow structure are expected to enhance mixing and transport in active fluids. Arnold (43) showed that steady solutions of the incompressible Euler equations include Beltrami-type ABC flows (44) characterized by chaotic streamlines. Similarly, the Beltrami structure of the active-flow attractors of Eq. 1 implies enhanced local mixing. Combined with the presence of an inverse cascade, which facilitates additional large-scale mixing through the excitation of long-wavelength modes, these results suggest that active biological fluids, such as microbial suspensions (35, 54, 72), can be more efficient at stirring fluids and transporting nutrients than previously thought.

**Conclusions**

To detect Beltrami flows in biological or engineered active fluids, one has to construct histograms and spectra as shown in Figs. 2 C and D and 3 A and E from experimental fluid velocity and helicity data, which is possible with current fluorescence imaging techniques (13, 35). Moreover, helical tracer particles (84) can help distinguish left-handed and right-handed flows. The above analysis predicts that Beltrami-flow structures, mirror-symmetry breaking, and the inverse 3D cascade appear more pronounced when the pattern selection is focused in a narrow spectral range. Our simulations further suggest that the relaxation time required for completion of the mirror-symmetry breaking process depends on the domain size (Fig. S5). For small systems, the relaxation is exponentially fast, whereas for large domains relaxation proceeds in two stages, first exponentially and then linearly. In practice, it may therefore be advisable to accelerate relaxation by starting experiments from rotating initial conditions.

**Methods**

Eq. 1 was solved numerically in the vorticity-vector potential form with periodic boundary conditions using a spectral code with 3/2 anti-aliasing (Numerical Methods). Tables in Fig. 3 were calculated using the Littlewood–Paley decomposition and collocation.
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