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ABSTRACT Energy transfer in the “rapid diffusion” limit from electronically excited terbium(III) chelates in three different charge states to horse heart ferricytochrome c was measured as a function of ionic strength. Theoretical rate constants calculated by numerical integration of the Forster integral (containing the Poisson–Boltzmann-generated protein electrostatic potential) were compared with the experimental data to evaluate the accuracy of protein electrostatic field calculations at the protein/solvent interface. Two dielectric formalisms were used: a simple coulombic/Debye–Hückel procedure and a finite difference method [Warwicker, J. & Watson, H. C. (1982) J. Mol. Biol. 157, 671–679] that accounts for the low-dielectric protein interior and the irregular protein/solvent boundary. Good agreement with experiment was obtained and the ionic-strength dependence of the reaction was successfully reproduced. The sensitivity of theoretical rate constants to the choices of effective donor sphere size and the energy transfer distance criterion was analyzed. Electrostatic potential and rate-constant calculations were carried out on sets of structures collected along two molecular dynamics trajectories of cytochrome c. Protein conformational fluctuations were shown to produce large variations in the calculated energy transfer rate constant. We conclude that protein fluctuations and the resulting transient structures can play significant roles in biological or catalytic activities that are not apparent from examination of a static structure. For calculating protein electrostatics, large-scale low-frequency conformational fluctuations, such as charged side-chain reorientation, are established to be as important as the computational method for incorporating dielectric boundary effects.

Electrostatic interactions are known to play a significant role in the biological activity of proteins, as indicated by the pH and ionic-strength dependence of virtually all protein reactions (1). Numerous studies have shown that reaction rates between proteins and charged substrates often depend strongly on the solution ionic strength. These observations have been taken to suggest that intermolecular electrostatic forces are important in facilitating the association of reaction complexes. To analyze specific interactions at the molecular level an accurate description of the electrostatic forces around the protein is essential. The electrostatic analysis of proteins by theoretical frameworks is usually couched in terms of the net charge and the dipole moment (2, 3), higher moments (4), or the full asymmetric charge distribution of a single structure derived by crystallography (5–10). One of the more rigorous approaches to the computation of the electrostatic field surrounding proteins in aqueous electrolyte solution involves the iteration of the Poisson–Boltzmann equation by the Warwicker–Watson (WW) algorithm (11). Starting with the protein crystal structure, this procedure accounts for (i) the irregular topography of the protein surface, (ii) the presence of diffusible ions in the medium, and (iii) the discontinuity in the dielectric constant and ionic strength across the protein/solvent boundary. This method has been useful in understanding the propagation of electric fields across irregular dielectric boundaries. Dielectric continuum models applied to a single structure do count for the effects of small-scale high-frequency fluctuation of protein structure through the effective dielectric constant; however, they do not account for large-scale conformational variability due to slower charged side-chain reorientation. Another fundamental question concerns refining computational methods based on an ensemble average structure (12) while experiments may represent the properties of a regularly occurring transient conformer. Here we examine how large-scale, slow, conformational fluctuations affect pH- and ionic strength-dependent predictions, and establish a protocol for determining the rms deviation for a computed value that is attributable to an average structure assumption.

Diffusion-enhanced energy transfer studies provide a convenient way to probe the electrostatic field surrounding proteins and DNA in solution (13). Accurate experimental energy transfer rates for charged probe behavior around charged macromolecules allow us to evaluate the accuracy of theoretical electrostatic methods. Experimental energy transfer rates from electronically excited terbium chelates to the heme of horse heart ferricytochrome c were measured (14) as a function of sodium chloride concentration for terbium probes in three different charged states: −1e, 0e, and +1e. Series of structures collected along molecular dynamics (MD) trajectories of horse heart cytochrome c were used to evaluate the sensitivity of electrostatic calculations and the predicted energy transfer rate constants to protein structural flexibility. Two different electrostatic computational formalisms were applied to these structures, a simple Debye–Hückel (DH) procedure and the WW finite difference method (11).

The second-order rate constant for dipole–dipole energy transfer in the rapid diffusion limit (i.e., diffusion is sufficiently rapid to provide an equilibrium spatial distribution of donors around acceptors) is obtained for a single structure by integrating the energy transfer rate (15) over all donor–acceptor pairs:

\[ k_{\text{ex}}(r) = \frac{4\pi \alpha^2 \sigma}{3(1 + \alpha^2)^2} \left[ 1 - \frac{1}{(1 + \alpha^2)^2} \right] \]

where \( k_{\text{ex}}(r) \) is the energy transfer rate at separation \( r \), \( \sigma \) is the distance between donor and acceptor, \( \sigma_0 \) is the separation distance, and \( \alpha = \frac{r}{\sigma_0} \). The energy transfer rate constant is thus a function of the overlap integral of the donor and acceptor wave functions.

Abbreviations: MD, molecular dynamics; WW, Warwicker–Watson; DH, Debye–Hückel; DD, trajectory with high dielectric formalism; DW, trajectory with explicit water molecules.
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accpetor geometries. The predicted bimolecular rate constant for energy transfer is then given by the volume integral:

\[ k = 0.6023(R_0^6/\tau_{\text{obs}}) \int \int \int dr e^{-r^6/\tau_{\text{obs}}}(1-M^{-1}sec^{-1}) \]  

Here, \( R_0 \) is the distance (nm) at which energy transfer is 50% efficient (16), and may be calculated from the measured properties of the donor emission and the acceptor absorption spectra as described elsewhere. The quantity \( \tau_{\text{obs}} \) is the excitation lifetime (sec) in the absence of acceptor, and \( \tau_{\text{obs}} \) is the distance (nm) from the donor to the acceptor. The electrostatic potential about the protein enters the problem through the equilibrium spatial weighting factor \( e^{-\beta\phi(r)} \) containing the electrostatic potential energy \( \phi(r) \) of the donor in the field of the protein. The quantity \( \beta = (k_B T)^{-1} \), where \( k_B \) is the Boltzmann constant and \( T \) is absolute temperature. The substitution of the donor potential of mean force by the electrostatic potential of a single protein conformation assumes that the spatial relaxation of the donor is fast compared with the protein conformational fluctuation. Eq. 1 provides a theoretical means of calculating the rate constant when a knowledge of the conformation and electrostatic field of the protein is available. Analytical solutions to this integral have been reported where simple spherical models of the protein and donor are assumed (14). Here we apply the rigor of current numerical techniques, taking advantage of a detailed knowledge of the protein atomic coordinates. No attempt has been made to evaluate alternative mechanisms, such as exchange, to the energy transfer rates.

METHODS

Experimental. The Tb(III) chelates were TbEDTA- [ter-bium(III)-ethylenediaminetetraacetate], TbHED3A [ter-bium(III)-N-(2-hydroxyethyl)ethylenediaminetriacetate], and TbBEDA2+ [ter-bium(III)-N,N’-bis(2-hydroxyethyl)ethylendiaminediacetate]. Horse heart cytochrome c was obtained from Sigma (type III). The commercial preparation contained various amounts of deamidated and aggregated forms in addition to the native protein (17) and about 20% of the reduced form. To obtain homogeneous, native ferricytochrome c, the commercial preparation was mixed with K2Fe(CN)6 and chromatographed on carboxymethyl cellulose with a sodium phosphate gradient according to Brautigan et al. (17). The details of the chromatographic procedure are given elsewhere (14).

Phosphate was removed by dialysis for several days against 0.1 M NaCl before addition of Tb(III) chelates (18). Extensive dialysis against distilled water reduced the NaCl concentration to below 1 mM. The deionized protein was stored as a frozen solution. The energy transfer distance \( R_0 \) (Eq. 1) was calculated from the spectrum of the purified oxidized protein (14, 16), and found to be 3.7 nm with TbHED3A as energy donor. The rate constant for energy transfer to the heme from each donor chelate was determined at each salt concentration from the Tb(III) luminescence lifetimes in the presence and absence of cytochrome c (13). Over the range of experimental conditions, each luminescence decay was accurately fit by a single exponential (correlation coefficient, >0.99), indicating that all the donors were in equivalent average environments. This implies that protein binding of the chelates was not significant in these experiments.

To accurately measure the ionic-strength dependence of energy transfer to cytochrome c, samples were prepared with precisely determined NaCl concentrations. Large volumes (4–12.5 ml) of low-salt stock solutions were prepared, containing 50–100 \( \mu \)M cytochrome c and 0.2–0.4 mM Tb(III) chelate (either TbBED2A AcO, TbHED3A, or NH4 TbEDTA). High-salt solution (0.1 M NaCl) was prepared with all the components except NaCl in the same concentration as in the low-salt stock. The two solutions were matched to give identical \( A_{405} \) values by addition of small (1–25 \( \mu \)l) aliquots of cytochrome c stock. A 1-\( \mu \)l aliquot of 2NaCl (carrier-free) solution was added to each high-salt solution. This solution, of known NaCl concentration and measurable \(^{23}\)Na specific activity, was used for all subsequent salt additions. The samples were made by addition of increasing amounts of high-salt solution to the low-salt stock. After each high-salt addition, duplicate aliquots were placed in 500-\( \mu \)l snap-cap Eppendorf vials for energy transfer measurements. Energy transfer experiments were performed immediately.

The measurements were weighed on an analytical balance and counted in the \( \gamma \) counter to determine the salt concentration. This procedure gave very precise measurements of the salt dependence of energy transfer (see Fig. 2). Experimental errors for the measured lifetimes, given in Table 3, are based on the variations between identically prepared samples and the uncertainty in the measured lifetimes. Larger errors for the neutral and positive terbium probes are due to lower accuracy in determining their shorter fluorescent lifetimes.

To study the effects of protein conformational variability on computed energy transfer rates, sets of protein conformers were collected at points along MD trajectories of horse heart cytochrome c, following the procedure reported for tuna cytochrome c (19). The initial coordinates for the horse species were prepared by amino acid substitution into the tuna crystallographic coordinates in a manner previously described (7). MD simulations were carried out on horse heart cytochrome c by using the program AMBER (version 2.0) coupled to GEMM (20) on an ST100 array processor. Trajectories were computed and an ensemble of structures was accumulated for two different dielectric constants (\( \varepsilon \)) in the AMBER nonbonded electrostatic energy term: 

\[ E_{\text{ij}} = Q_i Q_j / \varepsilon R_{\text{ij}} \]

Here, \( R_{\text{ij}} \) is the charge-site separation between centers \( i \) and \( j \) and \( Q_i \) is the charge on center \( i \). Following Wendoloski and Matthew (19), the dielectric formalisms were a high-dielectric model with \( \varepsilon = 80 \) and no explicit water molecules (D80 model) and a situation where \( \varepsilon = 1 \) with 800 explicit TIP3P water molecules (21) included (DW model). These two different solvent-simulating dielectric treatments have been shown to give trajectory structures for cytochrome c that correspond well with the x-ray structure based on a variety of criteria: average atomic position (rms), ion pairs, solvent-accessible surface, and molecular volumes (19). The computations were carried out with a femtosecond time step and a coordinate set was saved every 50 fs. The simulations were run for 150 psec (post-equilibration). Structures taken at 5-psec intervals from these trajectories were analyzed to determine the energy transfer rate constant. The extent of the side-chain reorientation between these structures and the resulting electrostatic potential variations at the heme edge are depicted in ref. 19, figures 1 and 6.

To determine the integral of the energy transfer rate constant (Eq. 1), the electrostatic potential energy \( \psi(r) \) around all the protein conformers was calculated. At neutral pH it was assumed that all lysines and arginines are protonated, and the aspartic acids, glutamic acids, heme propionate side chains, and carbonyl-terminal acid groups are dissociated (7). Histidines and the acetylated amino terminus are nonprotonated. Partial charges taken from the CHARMM set of charges (22) were assigned to each heavy atom and all hydrogens attached to polar atoms. The protein is represented as an irregularly shaped cavity of low dielectric constant (\( \varepsilon = 4 \)) and zero ionic strength with a total of 1069 fixed embedded charges. The value for the internal dielectric is based on the typical average estimate for protein interiors.
(1.5, 10, 23). Surrounding this cavity is a continuum dielectric with \( \varepsilon = 80 \), representative of water, with an ionic atmosphere that attenuates the field emanating from the protein charges. The WW-based electrostatic potential field surrounding the protein charge configuration was computed by iterating finite-difference solutions to the linearized Poisson–Boltzmann equation (7). A coarse-grained solution on a cubic lattice (51 \( \times \) 51 \( \times \) 51 elements) having a resolution of 4 \( \AA \) and encompassing a 200 \( \times \) 200 \( \times \) 200-\( \AA^3 \) region centered on the protein was computed for each structure at three ionic strengths. Previously prepared trial solutions based on a simple Coulomb–Debye theory were used to initiate the iterations. Convergence for a single structure at three ionic strengths required a total of 1400 iterations and 42 min of central processing unit (CPU) time on a VAX8800 computer. These grids provide the required potential at large distances from the protein as well as the outer boundary condition for the iteration of a smaller fine-grained 1.0-\( \AA \)-resolution grid of 61 \( \times \) 61 \( \times \) 61 elements. Convergence of each conformer at each ionic strength for the fine-resolution grid required 1000 iterations and an hour of CPU time.

The rate constant (Eq. 1) was evaluated by direct volume integration on a lattice of 1-\( \AA \) resolution centered on the protein center of mass. Points outside 100 \( \AA \) made no significant contribution to the integrand and were ignored. Each lattice point was tested against an exclusion grid to determine probe overlaps with the protein; these points did not contribute to the integral. The exclusion grids were determined by embedding each protein conformer on a 67 \( \times \) 67 \( \times \) 67-element cubic spatial grid of 1.0-\( \AA \) resolution. \( R_{ex} \), the exclusion grid parameter, was taken as the terbium chelate donor radius plus the "cube-corner" distance correction of the 1.0-\( \AA \)-resolution exclusion grid (0.7 \( \AA \)). From considerations of the van der Waals shape of the chelates, \( R_{ex} \) at was taken as \( \approx 5 \) \( \AA \) (13). Test calculations with \( R_{ex} \) values of 4.0, 5.0, and 6.0 \( \AA \) were carried out to assess sensitivity to parameter choice. Full computation of the integral for one protein conformation at one ionic strength at one probe size and for three probe charges required 13 min of computation time on a VAX8800.

Two different methods of specifying the "reaction distance," \( r_{ct} \), were tested. The simplest method takes \( r_{ct} \) to be the distance from the terbium probe center to the heme iron atom. However, since energy transfer most likely takes place over the entire extended \( \pi \) system of the porphyrin, we also took \( r_{ct} \) as the distance between the donor probe center and the closest of a set of nine porphyrin atoms; the iron atom, the four carbons bridging the pyrrole ring systems, and the four pyrrole nitrogens.

**RESULTS AND DISCUSSION**

**Reaction Criteria.** The sensitivity of the energy transfer rate calculations to probe radius, \( R_{ex} \), and reaction-distance criterion, \( r_{ct} \), was explored. Calculated values for three values of \( R_{ex} \) are compared with experimental values in Table 1. As expected from DNA studies (13), the \( r^6 \) distance function in Eq. 1 makes the computation sensitive to the choice of \( R_{ex} \). The \( R_{ex} = 6.0 \) \( \AA \) case consistently underestimates the rate because it excludes the donor chelates from the region close to the acceptor region, whereas the \( R_{ex} = 4.0 \) \( \AA \) and 5.0 \( \AA \) cases give correspondingly higher rates. The intense overall positive electrostatic potential of the protein particularly enhances the sensitivity of the summation for the \( -1e \) charged probe.

Calculated rates for the two reaction-distance models, iron atom vs. heme edge, are compared with experiment in Table 2. For an exclusion-grid radius of 5.0 \( \AA \), the iron atom-to-probe distance criterion consistently underestimates the energy transfer rate whereas the nine-atom heme edge definition gives good agreement with experiment for all three donor charged states. All subsequent studies reported here use the model parameters (\( R_{ex} = 5.0 \) \( \AA \) and the nine-atom heme shape definition).

Fig. 1 shows the WW electrostatic potential energy map (ionic strength, \( I = 0.01 \)) surrounding a single conformer of the cytochrome \( c \) protein. The conformation is the 40-psec juncture in the DW simulation. The electric field around cytochrome \( c \) stabilizes a \( -1e \) charge by about 2 units of \( k_B T \) in the region of the exposed heme edge. Fig. 1 also shows the spatial region that dominates the energy transfer integrand. There is no significant contribution through the sides or back surface of the protein. The computed rate constant is sensitive almost entirely to the region of space at or near the heme edge/protein solvent dielectric boundary, where the WW method, which accounts for the irregular boundary condition, is expected to give a more accurate representation of the potential compared with less rigorous representations of the protein/solvent interface.

**MD Effect.** Rate constants for the three terbium probes were calculated by the WW method at \( I^{1/2} = 0.1, 0.2 \), and 0.3 for 14 unique protein configurations taken from the D80 simulation and 17 from the DW MD simulation. In Fig. 2, the average rate constants are compared with the experimental energy transfer data. Note the overall agreement of the calculations with experiment. The average rates calculated for the conformers from the DW simulation (solid lines) are closer overall to experiment than the D80 simulation results. The agreement with the ionic-strength dependence is strikingly good for both the \( -1e \) and the \( +1e \) probe cases, the dependence being slightly steeper than experiment for the \( -1e \) probe. The average rates calculated from the D80 individual conformer rates are lower than the DW ones for all three probes. This is attributable to the lower steric accessibility of the heme edge in the D80 structures compared with the DW structures as measured by calculations of solvent-accessible surface. A previous study (19) reported that the molecular volumes of the D80 structures are slightly smaller than for DW, indicating a more compact structure in the absence of explicit solvent molecules. The variation of the observed rate constant for the neutral probe at low ionic strength has not been explored, but it could be due to a small
change in average conformation favoring increased heme edge accessibility.

The rms deviations of the calculated average rate constants for both sets of protein conformers are reported in Table 3. Protein side-chain fluctuations in both simulations gave rise to substantial differences in electrostatic potentials and thus in the calculated energy transfer rate constants. For the -1e probe and the DW conformer set, $I = 0.01$, the highest calculated rate constant was $30 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$, the average rate was $20.9 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$, and the lowest was $15 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$. The high, mean, and low rate-constant spread for the D80 conformer set was even wider under these conditions, being $30 \times 10^{6}, 17.7 \times 10^{6}$, and $12 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$, respectively. This strong dependence on protein conformation underscores the danger of basing predictions on a single protein conformation, such as the crystal structure, where surface side chains are often arbitrarily positioned in the absence of electron density. The rms deviations for the DW simulation are smaller due to retardation of side-chain motion by the explicit water molecules. The simulation (150 psec) was not sufficiently long to allow as complete a sampling of side-chain conformational space in the DW simulation as in the D80. The calculated rates for the initial protein conformation, $t = 0$, and the conformer that represents the time-average structure from the DW simulation, DW(avg), are included in Table 3.

**Simple Dielectric Formalism.** Rate constants were also determined for electrostatic potential energy maps derived from a simple DH summation for comparison with the rigorous WW procedure described above. The effective dielectric constant for generating the potential maps from the protein charge array was defined as $\epsilon = e_{R}^{200} e e_{R}^{1} k$, where $k$ is the usual DH parameter proportional to the square root of the ionic strength and $R_{ij}$ is the distance of separation between map coordinate and protein charge site. The computed average rates and the rms deviations are given in Table 3 for the set of conformers from the DW trajectory. The predicted average reaction rate for the -1e probe ($I = 0.01$) is $3.9 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$ compared to $20.9 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$ for the WW dielectric treatment. For the +1e probe the DH treatment gave $0.83 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$ versus $1.0 \times 10^{6} \text{M}^{-1} \text{sec}^{-1}$ for WW. The less rigorous electrostatic treatment predicts smaller electrostatic effects on reaction rates with respect to the neutral probe rate; however, both dielectric treatments agree equally well with the experimental obser-

---

**Table 3. Energy transfer rate constants for the three probe charge states computed from WW and DH electrostatic potential maps, compared with experimental rates for DW and D80 conformer sets, the starting structure, $t = 0$, and the ensemble average structure, DW(avg)**

<table>
<thead>
<tr>
<th>Probe charge</th>
<th>Structure</th>
<th>$k \times 10^{6}$, M$^{-1}$sec$^{-1}$ (rms deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$I = 0.01$</td>
</tr>
<tr>
<td>-1e</td>
<td>DW*</td>
<td>17.0 (0.3)</td>
</tr>
<tr>
<td>0e</td>
<td>DW*</td>
<td>4.0 (0.1)</td>
</tr>
<tr>
<td>+1e</td>
<td>DW*</td>
<td>12.0 (0.1)</td>
</tr>
</tbody>
</table>

**FIG. 1.** Electrostatic potential energy contours of a -1e test charge in units of $k_{B} T$ in the heme plane around horse heart cytochrome $c$ in solution of ionic strength, $I = 0.01$. Values were computed by the WW method with dielectric constant $\epsilon = 4$ and 80 inside and outside the protein, respectively. Results are for a single conformer coordinate set taken from the DW simulation that gives the closest to the mean theoretical result. The dashed line encloses the region contributing 90% to the theoretical energy transfer rate.

**FIG. 2.** Ionic-strength dependence of theoretical energy transfer rate constants averaged over the DW (---) and D80 (--.--) conformer sets is compared to that of experimental rates (unconnected data points) for three probe charge states, -1e, 0e, and +1e. The rms deviations in the theoretical rate constants arising from rate variations between conformers are shown in Table 3.
vations. Additionally, the rms deviations (result of the structural variations between protein conformers) indicate that the effects of structural flexibility on electrostatic effects are as large as the computed differences by these two very different electrostatic algorithms. The calculated rates for the protein starting conformation and the DW time-average structure are included in Table 3.

Conclusions. We have demonstrated that diffusion-enhanced energy transfer studies provide a convenient probe for the electrostatic field surrounding a protein in solution. The comparison of experimental results with two theories of protein electrostatic behavior has allowed us to evaluate the relative accuracy of these methods. The effect of protein side-chain fluctuations was addressed by carrying out electrostatic calculations and rate constant evaluations on sets of structures collected along two MD trajectories of horse heart cytochrome c.

The WW procedure for calculating electrostatic maps gave good agreement with experiment and successfully reproduced the ion-charge dependence of the reaction for all three charge states of the donor probe. Neglecting the protein dielectric properties and treating the entire region outside the protein surface as equivalent to bulk aqueous electrolyte (DH) also gave good agreement with experiment. The calculations were sensitive to the probe radius parameter used in generating the protein excluded volume profile and the definition of the reaction region, indicating that the rate is sensitive to heme accessibility by donor probe. The observed weak salt dependence at low ionic strength of the neutral probe reaction with cytochrome c was not explored computationally; however, the effect is similar in magnitude to the computed rate changes for these parameters that affect the apparent heme accessibility (Table 1). As discussed in Methods, specific binding of probe to protein at low ionic strength is unlikely, since the luminescence decay was fit to a single exponential.

The intrinsic assumption for all computational studies based on a protein crystal structure is that the x-ray structure adequately represents the time-average solution structure. A substantial body of literature supports this assumption. Exceptions at various levels of structural detail have been clearly identified, however. For example, a salt bridge observed by NMR and chemical studies in solution is absent from the myoglobin crystal structure (24). A further assumption often made is that a calculated quantity derived from analysis of a single average structure is equal to the average calculated for a whole ensemble of thermodynamically accessible structures. Using MD conformers consistent with the x-ray structure, we have shown that the relative merit of electrostatic methods cannot be judged without consideration of protein flexibility. Second, we have calculated an rms deviation for the predicted transfer rates that is attributable to the single-structure assumption. Finally, by considering individual structures in the ensemble and the propagation in the calculated energy transfer rates, we see that transient but possible structures can have properties that are not intrinsic to the average structure. These transient structures may be relevant to stochastic, possibly catalytic events. We conclude that attempts to refine protein computational methods through increased rigor without consideration of all underlying assumptions does not necessarily result in a better method.
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