Mutation analysis of the Pip interaction domain reveals critical residues for protein–protein interactions
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ABSTRACT The PU.1 interaction partner (Pip) is a member of the interferon regulatory factor family that regulates gene expression through heterodimerization with the ETS transcription factor PU.1. Binding of Pip alone to DNA is weak, and usually it is recruited by phosphorylated PU.1 to form a strong ternary complex with specific DNA sequences. An approach combining sequence homology analysis, secondary structure predictions, and a precise mutational strategy has been used to determine critical residues within the Pip heterodimerization domain that contribute to ternary complex formation. We have delimited the Pip interaction domain to residues 245–422 by using deletion analysis. Site-directed mutagenesis of conserved polar amino acids within two predicted α-helices contained in this region, and which are highly conserved in the IRF family, confirmed the importance of these residues for Pip–PU.1 interaction with DNA as well as for trans-activation activity. Our results suggest the existence of a functional epitope essential for heterodimerization between Pip and PU.1 and possibly, in general, between interferon regulatory factor family members and their partners.

Gene expression is regulated by a sequence of protein–protein and protein–DNA interactions. Sequence specific protein–DNA interactions characterize binding of tissue and cell-specific transcription factors, which are further refined by protein–protein interactions with other coactivators/corepressors and the basal transcription machinery (1). Further level of gene regulation is accomplished by posttranslational modifications, such as phosphorylation (2, 3). PU.1 is an ETS family member implicated in the developmental regulation of cells in the hematopoietic system and in the regulation of multiple genes in B and myeloid cells (4–6). PU.1 can be phosphorylated at multiple Ser residues including the Pro, Glu, Ser, and Thr-rich (PEST) domain (7). Phosphorylation of PU.1 enables recruitment of the PU.1 interaction partner (Pip), also known as NF-EM5, LSIRF, IRF-4, or ICSAT (7–12).

Pip is a lymphoid restricted member of the interferon regulatory factor (IRF) family of transcription factors, implicated in the regulation of gene expression in B cells through cell-type-specific enhancers (Ex3’, Ea2–4, and Eα3–1) (9). Pip is a weak DNA-binding protein and a poor transcriptional activator (9, 11, 12). However, the binding of Pip to DNA in vitro is enhanced in the presence of phosphorylated PU.1, and PU.1–Pip interaction results in a synergistic activation of reporters containing adjacent PU.1 and Pip-binding sites (9, 13). Pip also represses transcription of interferon-stimulated response element (ISRE) reporter constructs when induced by IRF-1 (12, 13). The generation of knockout mice lacking Pip shows a severe deficiency in B cell function, suggesting that Pip is probably involved in the regulation of genes implicated in late B cell differentation (14).

We designed a combined approach that used sequence homology studies, secondary structure predictions, and a detailed mutational analysis to determine residues within the Pip interaction domain (ID) that are essential for ternary complex (TC) formation with PU.1 and DNA. Deletion analysis demonstrates that residues 245–422 of Pip are absolutely necessary for its interaction with PU.1. Modification of polar amino acids within two conserved putative α-helices (spanning residues 300–335) abrogates protein–protein interaction between PU.1 and Pip in vitro and have a detrimental effect on the transcriptional activity of the complex in transient transfection experiments.

MATERIALS AND METHODS

Plasmids. The Pip cDNA was amplified by using reverse transcription–PCR from mouse spleen mRNA using SuperScript reverse transcriptase (GIBCO/BRL) and 5’-TTGCT-GCCCTCAGCTAAGAG-3’ and 5’-GCCCTGTCAGAG-TATTTCCTC-3’ as 5’ and 3’ primers, respectively. Internal deletions were prepared by digestion with appropriate restriction enzymes or by overlapping PCR fragments. Point mutations were generated by PCR using primers with partial degeneracies at the site of interest. The hemagglutinin (HA) epitope tag sequence was amplified by using PCR (15) and fused to the C-terminal end of wild-type (wt) and ΔPip. All cDNAs were cloned into pcDNA3 (Invitrogen). Double-stranded oligonucleotides used in electrophoretic mobility-shift assay (see below) were inserted into the BglII site of a TK-pGL3 reporter plasmid (Promega). The nucleotide sequence of all constructs was confirmed by sequencing. Detailed information on the generation of the plasmids will be provided on request.

Sequence-Homology Analysis and Secondary-Structure Predictions. Sequences for IRF family members were obtained from GenBank, and sequence alignments were performed with genieWorks (IntelliGenetics). Secondary-structure predictions were obtained by using a consensus of four methods to minimize bias of individual methods: Levin (16), DPM (17), SOPMA (18, 19), and Gibrat (20).

Electrophoretic Mobility-Shift Assay. Proteins were synthesized by using a coupled in vitro transcription-translation rabbit reticulocyte lysate system (Promega) following the manufacturer’s directions. Translation efficiency was estimated by parallel reactions in the presence of 35S]Met and SDS/PAGE. Protein–DNA complexing was performed at room temperature for 20 min in 20 mM Heps (pH 7.9), 75 mM KCl, 0.5 mM EDTA, 1 mM DTT, 0.5 μg of poly(dI,dC), 5% glycerol, and 3P-labeled probe and then resolved in a 5% nondenaturing polyacrylamide gel with 0.25% Tris-borate buffer at 12.5 V/cm. For antibody supershifts, 1 μg of anti-HA antibody

Abbreviations: PEST, Pro, Glu, Ser and Thr-rich domain; DBD, DNA binding domain; ID, interaction domain; wt, wild type; TC, ternary complex; Pip, PU.1 interaction partner; IRF, interferon regulatory factor; HA, hemagglutinin.

*To whom reprint requests should be addressed. e-mail: nuria@burnham-inst.org.
RESULTS

Putative Structural Motifs Within the ID of Pip Are Conserved Between IRF Family Members. The IRF family shares a modular structure with a highly conserved DBD and a less conserved ID. The degree of identity between different members of the family is quite variable within the ID and is generally $<50\%$ (23). Within this domain, several areas are well conserved in all members analyzed, and a consensus sequence can be found (Fig. 1A). A strong conservation of structural motifs also is predicted in a region spanning residues 231–450, which encompasses several areas that are conserved between IRF family members.

Definition of a Minimal Functional Pip by Using Deletion Analysis. The observation that conserved areas are present within the ID raises the possibility that these subdomains may be involved in protein–protein interactions. Therefore, we mapped regions within the ID of Pip necessary for TC formation by using deletion analysis (Fig. 2A). No TC was detected between mutants $\Delta 148–450$, $\Delta 231–450$, $\Delta 322–450$, $\Delta 374–450$, and $\Delta 409–450$ and PU.1 on the $\lambda 1$ probe in our experimental conditions, whereas a deletion of the most conserved C-terminal 28 aa (Pip $\Delta 422–450$) still permitted the interaction (Fig. 2B). Internal deletions of residues 150–170, 224–245, or 150–245 within the hinge region between the DBD and ID, generated mutant proteins still able to form a TC with PU.1-DNA. However, a deletion of residues 260–282 completely abrogated the ability of Pip to form a TC (Fig. 2B). The internal and C-terminal deletions were further combined to give a minimal construct, hereafter referred to as $\Delta$Pip, containing residues 1–149 and 245–422 that still retained the ability to bind PU.1–DNA (Fig. 2C, lane 1). The TC formed between PU.1, the $\lambda 1$ element, and HA-tagged wt or Pip mutants could be supershifted by the addition of anti-HA tag antibody (Fig. 2C, lanes 8, 10, and 12), demonstrating that it contained Pip proteins. Control reactions showed that this antibody did not react with the untagged proteins (lanes 2 and 5). Our results clearly delineate the Pip ID to residues 245–422.

Site-Directed Mutagenesis of Pip Reveals Crucial Residues Required for Protein–Protein Interactions. By using random mutagenesis, we observed that mutations that impaired the interaction of Pip with PU.1 and DNA accumulated in the region between residues 296 and 336 and, mostly, conserved charged residues within this region were affected (data not shown). The PEST region of PU.1 is required for interaction with Pip, and it has been suggested that the acidic residues within this region could interact via a charge–charge basis with a basic region in Pip (8). Accordingly, $\alpha$-helicis 300–314 and 325–335 have a net positive charge and could participate in the contact surface between Pip and PU.1. Therefore, we focused on the charged residues within these helices for further mutational analysis.

Within the first putative $\alpha$-helix (residues 300–314), mutation of amino acids E305, K306, E312, or R313 to another polar or oppositely charged residue (E305K, E305Q, E305N, K306N, E305K-K306D, E312D-R313A, or E312N-R313E) had small-to-moderate effects on the ability of Pip to interact with PU.1 and DNA (Fig. 3A, lanes 4–9). Quantitation of the band intensities showed a $\sim50\%$ inhibition of binding with mutant E312N-R313E (Fig. 3B). In the second region (residues 325–335), mutations of two positively charged residues K327 and R328 were examined. Mutant K327G showed 60% of TC formation as compared with wt Pip (Fig. 3B). Amino acid R328 is absolutely conserved at equivalent positions in all IRF IDs (see Fig. 1A). A conservative mutation of this residue to K (R328K) decreased the amount of TC to 50%, indicating that a positive charge at this position is not sufficient for maximal interaction. Importantly, when residue R328 was changed to the opposite (R328E) or neutral charge (R328Q), no TC was detected (Fig. 3A). G314 is another amino acid absolutely conserved in all of the IRF members, and substitution by V (G314V) completely abrogated PU.1–Pip–DNA interaction under our experimental conditions (Fig. 3A).

We next addressed how ternary complex formation was affected by using different response elements, such as the $\kappa$E3′ or the ISG15. We observed that Pip mutations that abrogated PU.1–Pip interaction in the $\lambda 1$ element, such as G314V and R328E, also disrupted TC formation in the $\kappa$E3′ or the ISG15 elements, whereas the $\Delta$Pip mutant could still interact efficiently with PU.1 on these probes (Fig. 3 C and D; data not shown). The pattern of binding observed for the other point mutants on the $\kappa$E3′ or the ISG15 elements was similar to that observed on the $\lambda 1$ probe (data not shown). A weaker binding activity to the ISG15 element was noticed, which could probably be caused by the presence in this element of a longer spacer between the PU.1 and Pip binding sites with respect to the $\kappa$E3′ or $\lambda 1$ elements (3 vs. 2 bp, respectively).

Mutations Within the ID of Pip Affect Its Ability to Activate Transcription. Transient transfection experiments were next performed to understand the functional significance of mutations in the Pip ID. When NIH 3T3 cells were transfected with PU.1 or Pip alone, a very modest transcriptional activation of a $\kappa$E3′-driven luciferase reporter construct was observed (Fig. 1B). Cotransfection of PU.1 and Pip expression vectors rendered a strong synergistic trans-activation, as previously described (Fig. 4A) (8, 9, 13). When the effect of internal deletions was analyzed, we observed that mutants with impaired TC-formation ability had also lost their trans-activation potential (Fig. 4A). However, the minimal construct $\Delta$Pip behaved as a poor transcriptional activator (Fig. 4A), although it could still form a strong TC with PU.1 and DNA.

To determine whether protein–protein interaction was sufficient for maximum transcriptional activity of the heterodimer, we designed a point mutant within the DBD (K94E) of Pip that abolished its DNA-binding activity. K94 is conserved in all IRF members analyzed except the vIRF, and in IRF1 it participates in DNA binding by forming one hydrogen bond with the phosphate backbone (24). This mutant did not form TC with PU.1 (not shown) and failed to activate the luciferase reporter either in the absence or in the presence of PU.1 (Fig. 4B), suggesting that both proteins need to bind DNA to form a strong complex in vitro and for optimal transcriptional activity of the PU.1–Pip complex. When mutations of polar residues at the predicted $\alpha$-helix 300–314 were analyzed, significantly reduced trans-activation capability of the PU.1–Pip complex was observed (Fig. 4B), whereas the same mutations affected only partially the ability of Pip to form TC (see Fig. 3A). Within the second $\alpha$-helix, mutations in...
residues K327 and R328 had also a negative effect on the transcriptional activity of the PU.1–Pip complex (Fig. 4B). The transcriptional activity was not restored when higher amounts of mutant Pip expression vectors were cotransfected, indicating that the lack of transactivation was not caused by a reduced expression of the different mutant proteins (data not shown).

We next examined the possibility that these mutants exert a dominant-negative effect over wt Pip protein. NIH 3T3 cells were cotransfected with equal amounts of PU.1 and Pip expression vectors, in the absence or in the presence of an equimolar concentration of the different Pip mutants. K94E did not interfere with the PU.1–Pip-induced trans-activation of the reporter (Fig. 4C). However, a strong inhibition of luciferase activity (~80%) was observed in the presence of the E305K mutant. This strong dominant-negative activity of E305K was partially reversed by a second mutation, K306E. Mutations at amino acids E312, R313, or G314 did not result in a significant dominant negative activity of the Pip mutant. Mutations within the second helix had only a partial or no dominant-negative effect over the wt Pip (Fig. 4C).
of effect with mutant R328E was not surprising given its inability to form ternary complex in vitro with PU.1 (see Fig. 3). Altogether, these data provide evidence that the proper arrangement of polar side chains within regions 300–314 and 325–335 and a conserved structural topology are crucial for optimal protein–protein interactions and, more importantly, for the transcriptional activity of the Pip–PU.1 heterodimer.

DISCUSSION

It is well established that heterodimerization between different transcription factors is a required step for optimal binding to specific DNA sequences and subsequent transcriptional activation of genes nearby. A good example is represented by PU.1 and its interaction partner Pip. In this study we have delineated the minimal protein-protein interaction interface between Pip and PU.1 to residues 245–422 of Pip. Our results indicate that both proteins contact DNA, because a Pip mutant that lacks DNA-binding activity (K94E) is unable to interact with PU.1 and trans-activate through the kE3 element. However, a minimal Pip construct (D422–450) that lacks the intervening region, probably containing a putative Pip trans-activation domain, can still form TC but renders a transcriptionally inactive heterodimer (Fig. 4A). This minimal construct is particularly interesting in that we can separate the TC formation and the trans-activation activities within the Pip molecule. However, further studies will be required to rule out that the lack of transcriptional activity is not caused by a poor stability of this protein in transfected cells.

Analysis by random mutagenesis of the minimal Pip ID indicates that a region spanning residues 296–336 accumulates loss-of-function mutations, as determined by their inability to form a TC with PU.1 and DNA in gel-shift experiments. The importance of this region is further supported by three factors: (i) secondary-structure prediction analysis indicates the probable existence of two α-helical structures in this region (amino acids 300–314 and 325–335); (ii) homology studies show a high degree of conservation in this region within the IRF family; and (iii) this structural domain contains a conserved hydrophobic motif located between both helical structures: GφφL(X)₃–₅ Gφφφφ(X)₁–₃RL (φ indicates a hydrophobic residue, and X any amino acid), in which G and R are invariable in all of the members analyzed.

How can we explain the effects of the point mutations in the general context of protein–protein interactions between PU.1 and Pip? The nature of the mutations introduced by site-directed mutagenesis was intended to be incompatible with the function of the side chain in the interaction surface. Therefore,
we first substituted charged residues to alter specific shape or charge interactions, while the structural integrity of the helices would be maintained, as indicated by secondary structure predictions (data not shown). In the first helix, substitution of the K327 by Glu will reduce the side chain to a hydrogen residue, and it will possibly terminate the helix (27). Our results suggest an important structural role for G314, possibly in the packing of the two α-helices. In the second helix, substitution of the K327 by G will reduce the side chain to only a hydrogen residue, and it will possibly terminate the α-helix at this position, as indicated by secondary-structure predictions (data not shown), making it shorter than in wt Pip (28, 29). Although the ability of this mutant to form a TC is only partially impaired, this modification has a dramatic effect on the transcriptional activity of the complex.

Our results suggest that residues with a modest contribution to TC formation, as analyzed by gel retardation assay, play a major role in the transcriptional activity of the complex, further supporting the importance of residues 300–314 and 325–335. Furthermore, our data indicate that specific mutations within the Pip interaction domain can interfere with the biological function of the PU.1–wt Pip heterodimer and function as dominant-negative mutants. For instance, mutant E305K has a strong dominant-negative activity, most probably by competing with wt Pip for complex formation, resulting in an ineffective trans-activation complex. As noted, the PEST domain in PU.1 is very rich in negatively charged residues (8), abundant in the side chains of acidic residues (E and D) in the PEST domain (8). Mutation R328K supports this hypothesis, because K residues do not form hydrogen bonds with phosphate groups as efficiently as R residues do, which in turn could be translated into weaker TC (as shown in Fig. 2). This mutant is not able to induce luciferase expression in transfection experiments, further demonstrating also a critical role for R328 in the trans-activation capability of the complex. Substitution of R328 by an E or Q residue completely abrogates TC formation and has a detrimental effect on transfection experiments.

A second type of mutation is represented by G314V, which completely abrogates the PU.1–Pip interaction as measured by TC formation and transfection experiments. Because G is a flexible residue, its location at the end of a helical structure may play a critical role in the positioning of α-helices 300–314 and 325–335 with respect to each other. A mutation that replaces the proton moiety in G314 by a bulky branched hydrophobic side chain (G314V) may interfere with the proper packing of those two conserved helices, as previously described in the Drosophila Antennapedia homeodomain and other structures that contain a helix–turn–helix motif or an arrangement of two closely positioned helices (26). Alternatively, G residues are known to terminate α-helices, therefore its substitution for a V residue may result in the extension of the helix (27). Our results suggest an important structural role for G314, possibly in the packing of the two α-helices. In the second helix, substitution of the K327 by G will reduce the side chain to only a hydrogen residue, and it will possibly terminate the α-helix at this position, as indicated by secondary-structure predictions (data not shown), making it shorter than in wt Pip (28, 29). Although the ability of this mutant to form a TC is only partially impaired, this modification has a dramatic effect on the transcriptional activity of the complex.

Our results suggest that residues with a modest contribution to TC formation, as analyzed by gel retardation assay, play a major role in the transcriptional activity of the complex, further supporting the importance of residues 300–314 and 325–335. Furthermore, our data indicate that specific mutations within the Pip interaction domain can interfere with the biological function of the PU.1–wt Pip heterodimer and function as dominant-negative mutants. For instance, mutant E305K has a strong dominant-negative activity, most probably by competing with wt Pip for complex formation, resulting in an ineffective trans-activation complex. As noted, the PEST domain in PU.1 is very rich in negatively charged residues (8), and E305K substitution will increase the total positive charge in Pip. Interestingly, cotransfection of PipK94E mutant did not affect the transcriptional activity of the PU.1–wt Pip (Fig. 4C), further confirming the necessity of Pip binding to DNA for its optimal activity in intact cells.

The random mutagenesis studies revealed that TC formation is also disturbed by few mutations in hydrophobic residues in the region spanning residues 300–335. Four of these mutations involved a change from a hydrophobic residue to a P, possibly disrupting the integrity of the putative helices and consequently TC formation (data not shown). We also observe a conserved hydrophobic motif $G_7D_5L(X)_5G_7D_5$ between the α-helices 300–314 and 325–335. These residues may be important in the recognition by Pip of PU.1 or other modulators representing a functional epitope, as previously reported for other transcriptional activators (30–33). They may also be essential for proper folding of the ID and their contribution will be important as well for TC formation and

**Fig. 4.** Trans-activation activity of Pip is affected by mutations in putative α-helices 300–314 and 325–335. NIH 3T3 cells were cotransfected with 300 ng of a kαE3–driven luciferase reporter alone (open columns) or in the presence of 50 ng of PU.1 (filled columns), together with 50 ng of wt or Pip mutants expression vectors, respectively (A and B). Synergistic transcriptional activation observed when both PU.1 and wt Pip were cotransfected was taken as 100%. (C) The ability of PU.1 and wt Pip (50 ng each) to induce luciferase activity was measured in the presence of 50 ng of cotransfected mutant Pip expression vector. Relative luciferase activity obtained in the absence of mutant Pip (column 1) was used as control. (A) Column 1, wt; column 2, $\Delta$s47–450; column 3, $\Delta$s409–450; column 4, $\Delta$sPip. (B and C) Column 1, wt; column 2, K94E; column 3, E305K; column 4, E305N K306N; column 5, E305K K306D; column 6, E312N R313E; column 7, G314V; column 8, K327G; column 9, R328K; column 10, R328E; column 11, R328Q.
transactivation. A combination of the functional epitope with the charged and polar residues modulate PU.1–Pip interaction by adding specificity to the interaction.

Previous deletion analysis suggests that a region spanning residues 410–439 is important for Pip binding to DNA. An inhibitory function has been proposed for this region, because removal of residues 410–439 greatly reduces TC formation and enables Pip to bind to the 1A1B site (13). Our results confirm the importance of this region, because deletion of residues 409–450 abrogates TC formation. A consensus α-helix is predicted to exist between residues 399–414 (13), therefore deletion of residues 409–450 (this study) would disrupt this putative helix and possibly drastically affect the tertiary fold of the ID. Furthermore, deletion of residues 422–450 is still able to interact with PU.1 and DNA and still contains this helical motif (Fig. 2B). We note that this helix contains several conserved hydrophobic residues, that could be implicated in structural hydrophobic interactions with another helix in the ID (like α-helix 300–314) (13), therefore contributing to complete domain stabilization.

In summary, we have gained insight into functional regions of Pip necessary for optimal interaction with PU.1. Our combined approach of sequence-homology analysis, secondary-structure prediction, and extensive mutational analysis has disclosed the existence of critical residues within the Pip ID. We show that ternary-complex formation between PU.1, Pip, and DNA requires both DNA–protein and protein–protein intermolecular contacts occurring between both proteins.
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