Statistical mechanics of protein-like heteropolymers
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ABSTRACT A strategy is outlined for obtaining the free energy of a typical designed heteropolymer. The design procedure considers the probability that the target conformation is occupied in comparison with all the other conformations that could house the given sequence. Numerical calculations on lattice heteropolymer models are presented to illustrate the key physical principles.

Protein folding is an important example of the general class of problems involving conflicting constraints and, thence, a rugged energy landscape (1–6). The microscopic approaches of polymer theory and the results obtained in the study of spin glasses potentially add up to a powerful framework for the study of a variety of systems including proteins, polymers, imprinted copolymers, and gels (1–13). Recently, many papers have been published that have attempted to use this framework for a sophisticated, analytic study of the phase diagram of designed heteropolymers (7, 14–19).

The functionality of a protein is mainly controlled by its structure in its native state (commonly assumed to be its ground state). An optimal tailoring of the structure of the native state of a protein by altering its amino acid sequence will enable the creation of proteins with desired functionality and will have applications in drug design. In general, a randomly chosen sequence will not have protein-like properties of a thermodynamically stable native state and rapid kinetic accessibility to it. The evolution of naturally occurring proteins with useful functionality and with native structures that are stable against mutations and small changes in solvent properties is the hallmark of a selection procedure or a design process.

The original idea for protein design (20–23) consists of running through sequences of amino acids to determine which sequence (or sequences) has the lowest energy in a target conformation. In this approach, a constraint is usually placed on the composition of amino acids in the test sequences, to avoid populating a sequence with just those amino acids that are most attractive to each other.

This idea has been formalized by noting that the probability for a particular sequence s to occur in a specific target conformation Γ is proportional to

\[ P_s(\Gamma, T_{des}) = \exp\left[ -H_s(\Gamma)/T_{des} \right], \]

where \( H_s(\Gamma) \) is the energy of the sequence s in conformation \( \Gamma \), and \( T_{des} \) is a temperature at which the design is thought to occur. When \( T_{des} = 0 \), the design is thought to be perfect and the sequence (or sequences) with the lowest energy in the target conformation are chosen, whereas for an infinite value of \( T_{des} \) there is no design at all and all sequences have the same \( P_s \) corresponding to what is known as the random heteropolymer case. In this problem, the annealed variables are the conformations, whereas the role of quenched random variables is played by the sequences.

We note that Eq. 1 is merely an approximation that requires modification to carry out the selection procedure for protein-like heteropolymers rigorously. \( P_s \) is affected by the probability of the sequence to be in other competing conformations and, thus, the design should maximize the relative probability of the sequence being in the target conformation. Such a correct design procedure thins out the competing low-lying energy states thereby inducing a funnel topography in the energy landscape (24, 25).

The free energy of a given sequence s at temperature \( T \) is given by

\[ F(s, T) = -T \log \sum_s \exp\left[ -H_s(\Gamma)/T \right], \]

where the sum is over all the conformations of a self-avoiding walk.

The free energy of a typical random heteropolymer at a temperature \( T \) is obtained by averaging over the free energies of all sequences (with equal weight or corresponding to the infinite \( T_{des} \) limit) (26):

\[ \langle F(T) \rangle_{\text{random}} = \frac{\sum_s F(s, T)}{\sum_s 1}. \]

This equation was generalized (9, 14–19) to designed sequences by postulating that the ensemble-averaged free energy was obtained as a weighted average over all sequences and given by

\[ \langle F(T, T_{des}) \rangle = \frac{\sum_s \sum_{\Gamma} P_s(\Gamma, T_{des}) F(s, T)}{\sum_s \sum_{\Gamma} P_s(\Gamma, T_{des})}, \]

where the primed sum is over selected conformations that house the designed sequences. In refs. 14–19, these conformations were selected to be the compact ones.

To obtain the quenched average involving the logarithm in Eq. 2, one introduces \( n \) replicas. Further, because the sum over conformations also appears in Eq. 4, one needs yet another replica that couples to the previous \( n \) replicas after the summation over sequences which are the quenched variables.

In summary, the conventional analysis attempts to interpolate between two limits: a trivial one at infinite \( T_{des} \), in which all sequences have equal weight and no selection procedure is employed, and the second at \( T_{des} = 0 \), in which only certain special sequences contribute. The goal is to have these special sequences be ones that are protein-like in the sense of having large thermodynamic stability. From Eq. 1, in the \( T_{des} = 0 \) limit, nonzero weights are assigned only to those sequences whose ground-state energies have the lowest value among the ground-state energies of all sequences. Such sequences do not necessarily correspond to ones that are thermodynamically
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stable, but instead may very well be characterized by high
degeneracies or low-lying excited states, thus making them
physically uninteresting. As a consequence, the conventional
analysis possibly may not interpolate between physically rele-
vant limits.

We now proceed to the rigorous way of implementing this
problem. Eqs. 2 and 4 are correct, whereas Eq. 1 will be
replaced. It is still true that the free energy of a typical random
heteropolymer at a temperature $T$ is obtained by averaging
over the free energies of all sequences (with equal weight or
corresponding to the infinite $T$ limit) (25). The key error in
the analysis is Eq. 1, which should be replaced by

$$P_s(\Gamma, T_{\text{des}}) = \exp[\{-H_s(\Gamma) - F(s, T_{\text{des}})/T_{\text{des}}\}], \text{[5]}$$

where $F(s, T_{\text{des}})$ is defined in Eq. 2. Physically, Eq. 4 arises from the observation that the probability that a sequence $s$ is in the
conformation $\Gamma$ at a temperature $T_{\text{des}}$ depends not only on the
energy of the sequence in the conformation, but also involves
the partition function in the denominator as a normalization
(27–30). Thus, it does not suffice to merely consider the target
conformation energy but the probability that the target con-
formation is occupied in comparison with all the other con-
formations that could house the given sequence. The correct
procedure is clearly more cumbersome than the previous
approaches and will entail the introduction of more replicas.

It is important to note that Eq. 1 is a special case of the
correct Eq. 5, when the free energies of the protein-like
sequences are essentially the same independent of sequence,
i.e., self-averaging. It would be interesting to assess whether the
free energies of protein-like sequences do become sequence-
dependent in the thermodynamic limit.

To illustrate the difference between the sequences selected
by the two procedures, one based on Eq. 1 and the other on Eq.
5, we studied some representative quantities of an ensemble of
sequences with the aid of numerical calculations with $T_{\text{des}}$ set
equal to zero.

We begin by studying the behavior of an effective order
parameter defined as

$$\langle P^2(T, T_{\text{des}}) \rangle = \frac{\sum \gamma [\sum \delta \Gamma_s(\Gamma, T_{\text{des}})P_s^\prime(T)]^2}{\sum \gamma [\sum \delta \Gamma_s(\Gamma, T_{\text{des}})]^2}, \text{[6]}$$

where

$$P_s^\prime(T) = \sum \Gamma \left( \frac{\exp(-\beta H_s(\Gamma))}{\sum \Gamma \exp(-\beta H_s(\Gamma))} \right)^2,$$

the unprimed sum is over all conformations and the primed
sum is again over selected target conformations that house the
designed sequences. The selected conformations in Eq. 1 are
the maximally compact ones (conformations having the largest
number of contacts), whereas those in Eq. 5 are the good
conformations—conformations that are the unique native
state of at least one sequence (some maximally compact
conformations may be good as also ones that are not maximally
compact).
Physically, as $T \to \infty$, one expects that any sequence will have an equal probability to be in any of the numerous conformations available, thus making the order parameter small. In the $T \to 0$ limit, if the selected sequences have a nondegenerate ground state, then the order parameter approaches 1. If the selected sequences have degenerate ground states with a degeneracy $g(s)$, then $\langle P^2(0,0) \rangle$ is less than 1 and given by

$$\langle P^2(0,0) \rangle = \frac{\sum_1^N 1/g(s)}{\sum_1^N 1}, \quad [7]$$

where the sum is over these sequences.

$$\begin{array}{cccc}
-0.522 & 0.144 & -0.966 & -1.679 \\
0.144 & -1.078 & -2.380 & -1.682 \\
-0.966 & -2.380 & -0.516 & -0.451 \\
-1.679 & -1.682 & -0.451 & -1.543 \\
0.638 & -0.002 & -0.120 & 0.160 \\
0.745 & 1.407 & -0.309 & 0.989 \\
-0.378 & -0.947 & 0.172 & -1.044 \\
0.395 & 0.037 & -1.056 & -0.697 \\
\end{array}$$

Approximately 60% of the former sequences have a unique ground state, whereas this number increases to 76% for the case with 8 amino acids.

Two measures (2, 6, 20, 33, 34) of the thermodynamic stability of a sequence in its native state are the energy gap, defined as the difference between the first excited state and the native state energies, and the z-score $z_s$ given by

$$z_s(s) = \frac{\langle E \rangle - E_0}{\sigma}. \quad [8]$$

Here, $\langle E \rangle$ and $\sigma$ are the average energy of a sequence $s$ over all alternative conformations and the corresponding SD, respectively. $E_0$ represents the ground-state energy of that sequence.

For each sequence with 16 beads the alternative conformations were taken to be all conformations with 6, 7, 8, and 9 contacts (a total of 30,169 conformations), but the native one. The graphs of the ground-state energies of these sequences versus the corresponding energy gaps (Fig. 3) indicate a broad distribution of ground-state energies. Notably, protein-like heteropolymers with a high thermodynamic stability characterized by large energy gaps do not necessarily have the lowest ground-state energy.

We turn now to a three-dimensional lattice model that has been considered standard for heteropolymer freezing studies (7). The sequences have 27 beads made up of all 20 types of amino acids and the space of conformations is restricted to the 103,346 maximally compact conformations that fit on a $3 \times 3 \times 3$ lattice. Such a situation is expected to occur in this coarse-grained model of a protein when there is an overall attractive interaction between the amino acids. Each location of the chain was assigned an amino acid according to its frequency of occurrence in nature (35) and the 210 interaction energies between the amino acids were taken from table 3 of Miyazawa and Jernigan (36). For such a model, the great majority of sequences (approximately 90%) have nondegenerate ground states, so that a protein-like sequence might be defined as one having a thermodynamically stable ground state. Fig. 4A presents a plot of the ground-state energies of good sequences versus their energy gaps, and Fig. 4B is a graph of the ground-state energies versus $z_s$. Here, as alternative conformations for each sequence, we took all maximally compact conformations but the native one. There are two notable features: first, the sequences having the lowest value of
the ground-state energy (which would be the ones selected using Eq. 1) do not have the highest energy gap or $z_s$; second, even if these could be considered protein-like sequences, there are many other equally good sequences that are not taken into account by Eq. 1 simply because their ground-state energies are not equal to the lowest one in the ensemble.

We conclude with some general observations. First, the rigorous approach does not require any constraints on the composition of amino acids. Second, an improper modification of Eq. 4 by allowing the sum over $\Gamma$ to extend over all conformations would lead to a wrong result in which the average free energy ($F$) becomes trivially independent of $T_{des}$ because $\Sigma_{\Gamma} P(\Gamma, T_{des}) = 1$. Third, as pointed out before, it is useful to consider the $T_{des} = 0$ case explicitly. There are two possible scenarios for the ground state of typical sequences. For simple models, such as the HP model of Lau and Dill (31), some sequences have a unique ground state, whereas most of them have degenerate ground states. The more generic situation is one in which, because of 20 kinds of amino acids and a more realistic interaction matrix, virtually each sequence has a unique ground state. However, the “well-designed” sequences have high thermodynamic stability with a small density of low-lying excited energy states. In such a scenario, for small values of $T_{des}$ one obtains a sensible ($F$) as an average over predominantly those sequences that have a stability gap larger than or equal to $T_{des}$. The order of taking limits of $T_{des} \to 0$ and the system size going to $\infty$ do not commute and the correct approach would be to allow $T_{des} \to 0$ after the thermodynamic limit is taken. Indeed, if one were to consider $T_{des} = 0$ explicitly for finite systems, one would get the same result as for $T_{des} = \infty$.
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