Staphylococcal protein A: Unfolding pathways, unfolded states, and differences between the B and E domains
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We present multiple native and denaturation simulations of the B and E domains of the three-helix bundle protein A, totaling 60 ns. The C-terminal helix (H3) consistently denatures later than either of the other two helices and contains residual helical structure in the denatured state. These results are consistent with experiments suggesting that the isolated H3 fragment is more stable than H1 and H2 and that H3 forms early in folding. Interestingly, the denatured state of the B domain is much more compact than that of the E domain. This sequence-dependent effect on the dimensions of the denatured state and the lack of correlation with structure suggest that the radius of gyration can be a misleading reaction coordinate for unfolding/folding. Various unfolding and refolding events are observed in the denaturation simulations. In some cases, the transitions are facilitated through interactions with other portions of the protein—contact-assisted helix formation. In the native simulations, the E domain is very stable: after 6 ns, the root-mean-square deviation from the starting structure is less than 1.4 Å. In contrast, the native state of the B domain deviates more and its inter-helical angles fluctuate. In apparent contrast, we note that the B domain is thermodynamically more stable than the E domain. The simulations suggest that the increased stability of the B domain may be due to heightened mobility, and therefore entropy, in the native state and decreased mobility/entropy in the more compact denatured state.

Protein A is a membrane-bound protein from *Staphylococcus aureus* that binds to the Fc fragment of IgG. It contains five homologous domains, and each domain is a three-helix bundle consisting of 57–60 residues. These domains are stable as fragments and are designated E, D, A, B, and C, proceeding from the N to the C terminus (1). These domains have been used to purify fusion proteins by binding to IgG (2). Wells and co-workers (3) have engineered deletion mutants, or structurally pared down versions, of protein A that still bind to IgG. This approach is termed protein minimization (4). One minimized fragment, consisting of approximately half the residues, folds cooperatively with stability comparable to that of the entire domain (5). This fragment also displays native-like NMR chemical shift dispersion and binding affinity to IgG.

The structures of the native states of the B and E domains (Fig. 1) have been reviewed in depth by Starovasnik *et al.* (6) and by Tashiro and Montelione (7). The B and E domains share 67% sequence identity overall, and the identity rises to 71% for the helical segments. In addition, there is an NMR structure of the Z domain, which differs from the structured part of the B domain only by a G30A mutation (9). In all the domains, we term the three helices H1, H2, and H3, proceeding from the N to the C terminus. The orientation of H1 with respect to the other two helices is tilted by 10–15° in the E and Z domains; that is, the angles are approximately 170° (6, 9, 11). The H1–H2 angle for the free B domain is 30° by NMR (8). It is not clear why the highly homologous B and Z domains have different tilt angles, whereas those angles are similar in the sequentially dissimilar E and Z domains. The B and Z domains are more stable than the E domain as measured by solvent and temperature denaturation experiments. The E domain has a thermodynamic stability extrapolated from solvent denaturation of only 2 kcal/mol (E. A. Zhukovsky, L. G. Presta, and M. A. Starovasnik, personal communication), whereas the B and Z domains are more stable, 7 kcal/mol (12, 13). The melting temperature of the Z domain is 27° higher than that of the E domain (ref. 5 and E. A. Zhukovsky, L. G. Presta, and M. A. Starovasnik, personal communication).

The stabilities of the individual helices and their contributions to stability are relevant both to protein minimization strategies and to studies of protein folding pathways. In truncation studies, H3 is required for the stability of the B domain, and its deletion eliminates the helical CD signal and binding to Fc (3, 4). The H3 fragment from the B domain forms the most stable isolated helix (12). H1 and H2 are unstable as isolated helices, whereas H3 contains approximately 30% helix as estimated by CD spectroscopy. An H2-H3 fragment contains 50% helix. H2 and H3 are also more stable in the native state of protein A, as assessed by hydrogen exchange experiments (12). Bottomley *et al.* (14) came to similar conclusions based on denaturation studies of the B domain: “H1 unfolded first followed by H2 and H3 together.”
Overall, the available experimental evidence indicates that H3 and H2 are more stable than H1.

Protein A has also been the subject of theoretical folding studies by several groups. Skolnick and co-workers (15, 16) studied protein A to develop folding algorithms based on successively finer lattice Monte Carlo simulations. Zhou and Karplus (17) used a simple model to investigate the equilibrium states available to the B domain and the temperature dependence of the transitions between those states. Onuchic et al. (18) used a cubic lattice to predict a folding funnel surface and applied their results to protein A. Protein A has also been the subject of detailed high-resolution simulations of Brooks and co-workers (19, 20). In pioneering work, they used a weighted histogram sampling of 79 different 300-ps molecular dynamics (MD) simulations in water to predict a folding surface as a function of pairs of coordinates taken from the following list: radius of gyration, native contacts, total hydrogen bonds, and helical hydrogen bonds. The results of Guo et al. (20) predict that the native state is the free energy minimum and that there is an initial collapsed state with few native contacts, followed by a transition between that collapsed state and the native basin. They also predict that H3 forms only after H1 and H2 along the folding pathway. Specifically, their order of folding events can be summarized as follows: (i) formation of the H1-H2 turn interface and the first few adjacent contacts; (ii) formation of stable helix in H1 and H2; and (iii) H3 forms only after making contact with H1 and H2.

We became interested in protein A to test the feasibility of MD simulations for predicting folding cores to aid in structural minimization. Our initial efforts focused on the E domain investigated at Genentech (6). However, recent experimental results made the theoretical study of helix stability, native state dynamics, and the unfolding pathways in different protein A domains attractive subjects, as well. We have now simulated the B and E domains under native and denaturing conditions. We also simulated a model based on the Z domain under native conditions. The native simulations provide controls for the denaturation simulations and information about sequence-dependent differences within the native state. From the thermal denaturation simulations in water, we can follow continuous trajectories between the native and unfolded states and the disappearance and transient reformation of helices as the protein denatures. We assume that segments that persist longer as helices form helical structure earlier along folding pathways and/or are more likely to be helical in nonnative states. Similarly, persistent contacts under extreme conditions identify residues that one might want to conserve during structural minimization attempts.

**Methods**

The B-domain simulations started from the minimized average NMR structure of Gouda et al. (8) (1bbd). The E-domain simulations started from the minimized average NMR structure of Starovasnik and co-workers (6) (1edk). The BZ model used the structure of the Z domain and the sequence of the B domain. The BZ domain was constructed from the Z-domain structure [structure 9, 1spz, Jendeberg et al. (11)] with residues Thr-1 and Ala-60 added in extended conformations, and the V2A and A30G mutations were made to yield the B-domain sequence.

Simulations were performed by using the program ENCAD (21) and a previously described force field (22, 23). All atoms were explicitly present. All starting structures underwent the following preparation protocol prior to the MD simulations. The protein was initially minimized 1,000 steps in vacuo. Because of the relatively high root-mean-square deviation (rmsd) of a preliminary native B-domain simulation, 3,000 steps of in vacuo minimization were employed with that domain. However, the rmsd from the starting structure did not depend appreciably on the initial minimization procedure. The minimized protein was then solvated with water in a box (approximately 1 g/ml) extending a minimum of 10 Å from the protein in the case of the E(1(498)), B1(498), and Bfrag1(498) simulations and extending 8 Å in E2(498), B2(498), Bfrag2(498), E(298), B(298), and BZ(298). The box dimensions were then increased uniformly to yield the experimental liquid water density for the temperature of interest (0.997 g/ml at 298 K and 0.829 at 498 K) (24, 25), leading to water layers of at least 12 and 10 Å. The systems were then equilibrated by minimizing the water for 2,000 steps, minimizing water and protein for 100 steps, performing MD of the water for 4,000 steps, minimizing the water for 2,000 steps, minimizing the protein for 500 steps, and minimizing the protein and water for 1,000 steps. Production MD simulations were then run using a 2-fs time step; the nonbonded list was updated every 2–5 steps; and the nonbonded cut-off was 8 Å. Structures were saved every 0.2 ps for analysis, yielding 30,000 structures per simulation.

### Results

We performed one native and two denaturation simulations of the B and E domains of protein A for a total of six simulations (Table 1). In addition, we performed two denaturation simulations of the 10–55 fragment of the B domain studied by Brooks and co-workers (19, 20), and one native simulation of the B-domain sequence modeled on the NMR structure of the Z domain, which we term the BZ domain. To check our initial BZ structure, we compared the B and BZ domains. The BZ domain had a lower in vacuo minimized energy (−1100 kcal vs. −700 kcal), fewer steric clashes, and fewer buried unsatisfied hydrogen bonds [as determined by using PROVE in the EMBL Heidelberg Evaluations Package (26–28)]. Unfortunately, the NMR constraint lists for the B domain are not available.

### The Native State

The E domain was well maintained at 298 K (Table 1, Fig. 6 in supplemental data at www.pnas.org). The rmsd from the minimized NMR starting structure averages 1.4 Å over the last 5.5 ns. Only the N and C termini (residues 1–6 and 54–56) and the loop between H2 and H3 displayed deviations along the sequence greater than 2 Å during that time period. In contrast, the loop between H1 and H2 deviated little

<table>
<thead>
<tr>
<th>Simulation*</th>
<th>(rmsd)Å3, 6 ns</th>
<th>(rmsd)Åfinal</th>
<th>(R_{g})Å3, 6 ns</th>
<th>R_{g}Åfinal</th>
<th>Helix stability†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native simulations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E(298)</td>
<td>1.7 (0.3)</td>
<td>1.0 (0.4)</td>
<td>11.2 (0.2)</td>
<td>11.7 All stable</td>
<td></td>
</tr>
<tr>
<td>B(298)</td>
<td>2.5 (0.3)</td>
<td>2.5 (0.2)</td>
<td>12.0 (0.2)</td>
<td>12.6 All stable</td>
<td></td>
</tr>
<tr>
<td>BZ(298)</td>
<td>2.2 (0.2)</td>
<td>2.3 (0.2)</td>
<td>11.3 (0.2)</td>
<td>12.0 All stable</td>
<td></td>
</tr>
<tr>
<td>Denaturation simulations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1(498)</td>
<td>10.1 (1.9)</td>
<td>14.0 (0.8)</td>
<td>15.0 (1.5)</td>
<td>19.7 3 &gt;&gt; 1 &gt; 2</td>
<td></td>
</tr>
<tr>
<td>E2(498)</td>
<td>12.1 (1.9)</td>
<td>12.9 (0.8)</td>
<td>15.1 (2.0)</td>
<td>20.7 3 &gt;&gt; 1 &gt; 2</td>
<td></td>
</tr>
<tr>
<td>B1(498)</td>
<td>7.7 (1.0)</td>
<td>7.5 (0.6)</td>
<td>12.5 (0.8)</td>
<td>14.7 3 &gt;&gt; 2 &gt; 1</td>
<td></td>
</tr>
<tr>
<td>B2(498)</td>
<td>7.2 (0.5)</td>
<td>7.8 (0.4)</td>
<td>12.1 (0.2)</td>
<td>13.9 3 &gt;&gt; 2 &gt; 1</td>
<td></td>
</tr>
<tr>
<td>Bfrag1(498)</td>
<td>6.5 (0.9)</td>
<td>8.2 (0.4)</td>
<td>10.6 (0.5)</td>
<td>12.2 3 &gt;&gt; 1 &gt; 2</td>
<td></td>
</tr>
<tr>
<td>Bfrag2(498)</td>
<td>5.5 (0.8)</td>
<td>4.9 (0.5)</td>
<td>11.5 (0.8)</td>
<td>16.4 3 &gt;&gt; 1 &gt; 2</td>
<td></td>
</tr>
</tbody>
</table>

*All simulations were performed for 6 ns. Numbers in parentheses are the thermodynamic temperature.

†Rmsd from the starting structure, averaged between 3 and 6 ns, for the α carbons of residues 5–52 for the E domain and 8–57 for the B domain. The final value was averaged between 5.8 and 6.0 ns. Values in parentheses are SD.

‡Radius of gyration was based on the positions of the α carbons and averaged between 3 and 6 ns. Values in parentheses are SD.

§Qualitative assessment of helix stability based on Fig. 2.
from the starting structure. Similarly, the fluctuations about the mean structure were below 1 Å with the exception of the termini and the H2-H3 loop. The relative orientations of the helices were maintained.

The B domain deviated more from the starting structure than did the E domain, with an average rmsd of 2.4 Å over the last 5.5 ns. The largest deviations occurred in the loop between H2 and H3, and the (φ, ψ) angles of residues 38 and 39 changed by more than 60°. The rmsd in the BZ simulation was slightly lower, 2.0 Å. The difference between B and BZ was caused by lower values in H1 and in the aforementioned H2-H3 loop. It is worth noting that one of the major differences between the structures of the B and Z domains is within the H2-H3 loop.

The interhelical angles in the B and BZ domains fluctuated by approximately ±5° on a short time scale (0.5 ns) and drifted by 20–30° over the course of the simulation. This mobility has also been seen in the native basin of the free energy surface determined by Guo et al. (20). In contrast, the short-term fluctuations were smaller in the E domain and there was no obvious drift over the course of the simulation.

Denaturation Simulations. Simulations under conditions where the protein is unstable (i.e., high temperature) can provide a gauge of the relative kinetic stabilities of different regions of the protein. Contour plots of fractional helical structure plotted against time and residue provide a graphical representation of helix stability (Fig. 2). The native helices are depicted as blue bands spanning a continuous segment of residues (along the y-axis). These bands tend toward magenta and then white with time (x-axis) as the helices unfold. For perspective, backbone traces of structures are presented in Fig. 3. There were common features to the behavior of the helices in all the denaturation simulations. H3 (the bottom of each individual plot in Fig. 2) had a noticeably higher percentage of helix. All of the helices partially unfold and refold over time (Figs. 2 and 3).

The unfolding process. There was a progressive loss of helical structure first by H2 then by H1, while H3 retained helicity with some fluctuations throughout both of the E-domain simulations (Figs. 2 and 3). H2 regained helicity over time but only in the presence of contacts with other parts of the protein. H3 also had the highest helix content in the B domain. Unlike the E domain, however, H1 lost helicity at the same time or before H2. Simulations were also performed of a B-domain fragment (residues 10–55, Bfrag 1 and -2), which provided results that were very similar to the full-length version: H3 persisted longer than H1 and H2 and the denatured state was compact (Table 1, Fig. 3). The simulations of the full-length proteins are discussed below to illustrate some of the important interactions observed. E1(498). Specific native tertiary contacts were replaced by more diffuse tertiary contacts early in the simulation, and the helices began to move independently (see the 2-ns structure in Fig. 3). Between 0.6 and 2.2 ns, H2 and H3 maintained helicity, but they separated and lost almost all side-chain contacts. Contacts remained between H1-H2 and H1-H3, but they were shifting and nonnative. H2 unfolded between 2.0 and 2.4 ns, unraveling from the N terminus. It regained two helical turns between 3.5 and 4.5 ns, aided by an interaction between Asp-4 and Lys-33. Forces exerted on the α carbon through the tertiary side-chain interactions facilitated (φ, ψ) transitions during the formation of those turns. The decrease in helicity of H1 between 5.2 and 5.5 ns was accompanied by H1 pulling away from H2. All the while H3 remained helical (Fig. 2).

E2(498). As described above, specific native tertiary contacts were replaced by more diffuse contacts and the helices lost their native interhelical orientations and began to move independently in E2(498) (Fig. 3). H1 was more exposed to solvent in the early part of the trajectory, in contrast to its behavior in E1(498) (Fig. 3). The small gap seen in the contour plot of H3 (Fig. 2) at 1 ns occurred when the solvent-exposed residues Gly-44 and Glu-45 switched to β conformations. The conformational change results from the flexibility of the Gly, and the residues quickly switched back to helical conformations. The 1-ns E2(498) structure was similar to the 2.2-ns E1(498) structure in that the helices were mostly intact with similar orientations (Fig. 3).

At 1.5 ns, the movement of H1 with respect to H2 caused a turn to be lost from the N terminus of H2, but at the same time, some of the residues in the loop between H1 and H2 adopted helical character. A single turn of a helix formed in the loop by 2.5 ns, as the carbonyl oxygens of residues 18 and 19 hydrogen bonded to the HN groups of residues 22 and 23. Steric interactions between Val-42 and Leu-43 caused the gap in H3 at 2.5 ns.

The reformation of H2 around 5 ns (Figs. 2 and 3) was accompanied by dramatic conformational changes. The protein refolded to a compact state, in which H2 and H3 were almost completely intact (Figs. 3 and 4). In contrast, H1 was less helical, and the (φ, ψ) angles of successive residues in that segment alternated between α and β conformations. The helical segments were aligned similarly to the native state but with different topology (Fig. 4). When one looks at the native state from the N terminus, H1, H2 and H3 follow a clockwise path, whereas the path runs counterclockwise in the 5.3-ns compact state. The overall sequence of events in the formation of that compact state can be summarized as follows. Initially, only H3 was relatively intact. When polar side-chain contacts formed between residues 10 and 16, the nonhelical H2 segment was brought close to H3. These segments were held together by a dynamic cluster of side chains (see side-chain contact map for 4.6 ns, Fig. 4). The interactions between H3 (helical) and the H2 segment aided in the formation of helical structure in H2 by facilitating (φ, ψ) transitions, yielding ~75% reformation of H2 (Fig. 4) over the next 0.7 ns. As a result, a larger hydrophobic core formed, including residues from the H1 segment. This compact structure subsequently expanded, and H1 and H2 unraveled between 5.4 and 6 ns.

B1(498). By 0.2 ns of the B1(498) simulation the helices began to separate and H1 was lost. The native salt bridge between Glu-16 and Lys-50 was important in this early disruption of H1; as the helices began shifting, the attachment of residue 16 to H3 put strain on the central residues in H1. This effect was compounded by a nonnative electrostatic interaction between Glu-9...
and Lys-50, which caused a bulge in H1 between residues 9 and 16. Interestingly, this effect was specific to the B domain, since the salt bridges were not possible in the E domain, where both residues 9 and 50 are Gln (Fig. 1). Around 1.1 ns, H2 lost a turn from its N terminus. This fraying relieved some of the tension on the C terminus of the H1 segment, allowing one turn of H1 to reform. The turn at the N terminus of H3 also reformed at ~1.7 ns as the C terminus of H2 was able to approach H3. From 2–3 ns, H3 lost most of its helical structure and H1 regained some helicity at its N terminus. From this time on, two clusters of charged residues formed, consisting of (i) Lys-8, Glu-9, Glu-16, and Lys-50 and (ii) Asp-3, Lys-5, Glu-48, and Lys-51. Most of these residues are not conserved between the B and E domains (Fig. 1).

B2(498). H2 lost a turn from its C terminus almost immediately, and by 1.5 ns, H2 pulled away from H1 and H3, but H1 and H3 remained in contact. At this time, a dynamic cluster of ionic residues (involving residues 1–5 and 37–39) formed and persisted the duration of the simulation. The native salt bridge between Glu-16 and Lys-50 also persisted except for two brief time periods (1.0–1.2 ns and 4.0–4.2 ns), in which a maximum separation of 13 Å occurred. H1 finally lost helix content after 4 ns while it was still in contact with H3. Although H3 was distorted, it remained partially helical throughout. In addition, a third B-domain simulation was performed that is entirely consistent with these two simulations (data not presented).

Bfrag(498). The results of the simulations of the 10–55 fragment are very similar to those for the full-length protein (Fig. 3, Table 1). The unfolded states were constrained to small radii of gyration by interactions between residues near the N and C termini, and H3 was persistent. Residues Phe-14, Glu-16, His-19, and Leu-45, Leu-46, Lys-50, and Lys-51 all contributed to long-lived tertiary contacts, and most of those residues differ in the B and E domains.

The unfolded states. Both B-domain denaturation simulations remain more compact than the corresponding E-domain simulations (Table 1 and Table 2, which is in supplemental data at www.pnas.org). However, the B domain is very nonnative, as
judged by rmsd to the starting structure and a contact-based distance (32) (Fig. 6 in supplemental data at www.pnas.org). Because of the compact nature of the unfolded state of the B domain and the lack of correlation with helical content, the radius of gyration is a poor reaction coordinate for folding/unfolding, and it is only marginally better for the more expanded E domain (Fig. 5).

The transition state of unfolding. We identified transition states in the simulations by using a conformational clustering procedure described previously (33–35). Calculated properties for the transition state ensembles are given in Table 2 (in supplemental data at www.pnas.org). The identified transition states for the E domain are native-like; more than 70% of the native contacts are present, and all the helices are greater than 80% intact as determined by either hydrogen bonding or ($\phi$, $\psi$) analysis. There are lower percentages of native contacts in the B domain (63%), but the comparable percentage of total contacts reflects the tendency of the B domain to remain compact. The behavior of the helices in the transition state ensemble of the B domain is more heterogeneous than the E domain. Although two helices are intact and one is unfolded in both B-domain simulations, in one simulation H1 is disrupted whereas in the other simulation H2 is unfolded (Table 2 in supplemental data).

Discussion

Four conclusions can be drawn from the results presented here: the B, E, and BZ domains of protein A are stable in simulations at 298 K; H3 is the most persistent helix under denaturing conditions; the relative stabilities of H1 and H2 depend on which domain is considered; and the B domain adopts a more compact unfolded state than does the E domain.

The stability of the native state of the E domain is illustrated by the low C$\alpha$ rmsd from the starting structure over the 6 ns of simulation, with an average value of 1.4 Å between 5.8 and 6.0 ns. The rmsd was significantly higher in the native simulation of the B domain (2.4 Å), but it is still comparable to many “good” native simulations. Other authors have commented on the differences between the NMR structures of the 93% homologous Z and B domains (10). Our results suggest that the published structure for the Z domain represents a reasonable, if not better, structure for the B domain under these conditions. However, the native state of the B domain may be highly dynamic, and thus both structures might be consistent with the native ensemble.

Experimentally the B domain is more stable than the E domain, and in our simulations the B domain had a more dynamic native state and more compact denatured state than the E domain. The difference in native dynamics could result from different quality starting structures, but the BZ domain was also more mobile. The B domain samples unfolded states as different from the native state as those sampled by the E domain (Fig. 6 at www.pnas.org); however, the B domain is constrained by interactions between residues not present in the E domain (e.g., residues 8, 9, 16, 19, 48, 50, and 51). These observations suggest that the native B domain is stabilized entropically by the increased dynamics of the native state and the decreased conformational entropy of the unfolded state.

H3 clearly persisted longer in all of the high-temperature simulations, leading to the conclusion that it is the most stable helix (Fig. 2). The relative stability of H3 is consistent with experiments showing that the H3 fragment forms the most stable helix in isolation (12). H2 and H3 are more stable to hydrogen exchange than H1 in equilibrium experiments of the full-length protein (12), which is also consistent with experimental results of Bottomley et al. (14) on the full-length protein. In truncation experiments, H3 is also required for the stability of the B domain, and its deletion eliminates the helical CD signal and binding to
On the basis of the simulations, we predict that H3 is present as fluctuating residual structure in the unfolded state. Experimental studies of the B domain have failed to detect a folding intermediate, and native-like protection of the protein is observed within the 6-ms mixing time (12). These experimental results do not support the premise that a particular segment (i.e., H3) of the protein has special importance along the folding pathway. However, these experiments cannot distinguish events that occur faster than the dead time (6 ms), and no investigation of residual structure in the denatured state was reported. Considering the stability of H3 in simulations and experiment and the formation of the collapsed nonnative topomer in the E1(498) simulation, H3 is probably present in unfolded states or forms most rapidly during refolding but is fluctuating enough not to be protected from hydrogen exchange. This incipient nucleus can serve as a structural scaffold upon which other portions of the molecule may then interact with concomitant formation of additional helical structure (Fig. 4). During this phase of structure formation, transitions in (φ, ψ) angles in one portion of the molecule can be facilitated by tertiary interactions with other portions of the molecule. Thus, the (φ, ψ) search rate may be faster than the (φ, ψ) search rate of an isolated amino acid. This provides a mechanism for contact-assisted helix formation, as observed for barnase (36, 37). In the particular example of this effect presented here, H3 aided in the refolding of H2 (Fig. 4). Interestingly, experiment also suggests that there may be synergy between these regions. For example, H3 is 30% helical as an isolated fragment probed by CD, whereas H1 and H2 are 0% helical (12). An H2-H3 fragment contains 50% helix, but the H1-H2 fragment remains at 0%.

The results confirm the structural importance of H3 to the stability of the protein, but this leads to a paradox with respect to protein design. H3 is the most important helix structurally; however, in this specific case, biological activity resides in the other two helices (3). H3 seems to exist as a scaffold for those helices. Previous all-atom simulations of the B-domain fragment predict that: H3 forms only after the H1 and H2 helices, H3 is unfolded in the transition state, and only 30% of the native contacts are formed in the transition state (ref. 20; note that actual contacts were not calculated and instead are based on side-chain center-of-mass separation). In contrast, the results presented here predict that: H3 forms early and is partially structured in the denatured state; and 63–76% of the native contacts, depending on the domain, are made in the transition state. For comparison, Wolynes and co-workers predict that 60% of the native contacts are made in a low-resolution model of the protein A transition state (18). In agreement with Brooks and co-workers, Zhou and Karplus (17) obtain a transition state with 30–50% of the native tertiary contacts when they use an off-lattice model of protein A. However, they also predict a small free energy barrier near the native state with 87% of the native contacts. The experimental stability of H3 as a fragment and the work of Bottomley et al. (14) on the full protein suggest that H3 forms early in folding. The discrepancy between the work of Brooks and co-workers and the overall picture provided by the simulations presented here and the experimental results call to light an important question. Among other possible explanations, the differences could arise because protein folding is more sequential at a molecular level than a path predicted by a sparsely sampled thermodynamic surface. In general, all-atom MD of folding/unfolding is better suited to investigating kinetic as opposed to thermodynamic properties, which require much more extensive sampling. Also, our studies indicate that the radius of gyration (and therefore contacts, as well) is a poor reaction coordinate (Fig. 5). Thus, the use of this reaction coordinate for their free energy calculations could contribute to discrepancies. But, we also note that there are similarities between our work and that of Brooks and co-workers (19, 20), and further more detailed experimental studies would help to shed light on the origin of the differences.
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