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The patterns of cortico-cortical and cortico-thalamic connections of auditory cortical areas in the rhesus monkey have led to the hypothesis that acoustic information is processed in series and in parallel in the primate auditory cortex. Recent physiological experiments in the behaving monkey indicate that the response properties of neurons in different cortical areas are both functionally distinct from each other, which is indicative of parallel processing, and functionally similar to each other, which is indicative of serial processing. Thus, auditory cortical processing may be similar to the serial and parallel “what” and “where” processing by the primate visual cortex. If “where” information is serially processed in the primate auditory cortex, neurons in cortical areas along this pathway should have progressively better spatial tuning properties. This prediction is supported by recent experiments that have shown that neurons in the caudomedial field have better spatial tuning properties than neurons in the primary auditory cortex. Neurons in the caudomedial field are also better than primary auditory cortex neurons at predicting the sound localization ability across different stimulus frequencies and bandwidths in both azimuth and elevation. These data support the hypothesis that the primate auditory cortex processes acoustic information in a serial and parallel manner and suggest that this may be a general cortical mechanism for sensory perception.

One of the fundamental tasks of the auditory system is to determine the spatial location of acoustic stimuli. In contrast to the visual and somatosensory systems, the auditory periphery cannot encode stimulus location, but can only encode the presence of particular stimulus frequencies in the input. The central nervous system therefore must compute the spatial location of a stimulus by integrating the responses of many individual sensory receptors.

There are three main cues that can be used to compute the spatial location of an acoustic stimulus: interaural intensity, interaural time or phase, and differences in the stimulus spectrum at the tympanic membrane (1). The binaural cues are critical for localization in azimuth, but are much less effective for localization in elevation because the ears of most mammals are located symmetrically on the head. However, reflections of the acoustic signal by the torso, head, pinna, and ear canal create spectral peaks and notches that vary with stimulus elevation (2, 3). Although the physical cues that could provide the necessary information to localize sounds are well defined, how the nervous system uses these cues to calculate the spatial location of acoustic stimuli is far from being resolved. There are several stations along the ascending auditory pathway in mammals that integrate the spatial cues necessary for the localization of sounds, including the superior olivary complex (4), the inferior colliculus (5–7), and the thalamus (8–10). The spatial tuning of the majority of auditory cortical neurons is very broad, commonly over 90° for a half-maximal response (11–16). In contrast, primate can detect changes in sound location as small as a few degrees or less (17–22). This finding may appear to indicate that auditory cortex is not necessary for this perception, but auditory cortical lesions produce clear deficits in sound localization performance in cats (23), ferrets (24), New World monkeys (25), Old World monkeys (26), and humans (27). Thus, a key question is how the broad spatially tuned neurons in the auditory cortex processes acoustic information to ultimately result in the perception of acoustic space.

The auditory cortex of the primate can be anatomically subdivided into several “core”, “belt,” and “parabelt” cortical areas based on cytoarchitecture, cortico-cortical connections, and thalamo-cortical connections (see refs. 28 and 29). It has been speculated that these multiple auditory cortical areas process acoustic information in both a serial and parallel manner (28) similar to visual cortical processing of “what” and “where” information (30, 31). While the available anatomical data are consistent with this hypothesis, there are relatively few electrophysiological studies in the monkey to either support or refute this idea. Merzenich and Brugge (32) were the first to describe the physiological properties of the macaque primary auditory cortex (AI) and the rostral field (R) in the core area, and the caudomedial (CM) field and lateral field (L) of the “belt” area (32). They found that AI and R neurons had sharper frequency tuning than those in CM based on the multiple-unit responses in the anesthetized animal. Subsequent studies (33, 34) support these initial observations. More recent studies indicate that neurons in the L of the belt area respond better to spectrally complex stimuli, including vocalizations (35), which suggests that the L is processing “what” information. In contrast, caudal and medial fields have been proposed to process “where” information. Neurons in CM have broad frequency tuning, and the responses of CM neurons to tone stimuli depend on an intact AI (36). These limited physiological data are consistent with serial processing of acoustic information from the core to the belt auditory cortical areas, and this relatively new hypothesis currently is being rigorously tested in several laboratories.

Neuronal Activity as a Function of Stimulus Frequency and Intensity

Previous electrophysiological studies in the primate auditory cortex have largely been done in anesthetized animals. However, the activity of neurons in the primate auditory cortex can either increase or decrease depending on whether the monkey is attending to the stimulus, not attended to the stimulus, or is anesthetized (11, 37, 38). To define the frequency and intensity responses of primate cortical neurons in the attended state, single neuron responses were recorded in monkeys while they performed a sound localization task (39). In this experiment,
tone stimuli at 31 different frequencies (2- to 5-octave range) and 16 different intensities (90-dB range) were presented from a speaker located directly opposite to the contralateral ear. The color corresponds to the percent of the maximum response recorded in that neuron. White areas correspond to areas where the activity was not significantly greater than the spontaneous rate. Each FRA shows the response of a single neuron from the cortical location shown in I. The frequency range was customized for each neuron and therefore will vary between panels. The 25% contour (50% for the neuron shown in A) is reproduced on the same frequency axis to allow comparisons of the frequency bandwidth across neurons (Upper Right), and the CF is given above each FRA. (I) Dorsal view of the recording locations for each neuron. The heavy line shows the physiological boundaries of AI. Thin lines show the region investigated in the study. Circled letters correspond to the different panels shown in the figure. Note the differences in frequency tuning between neurons in AI and other cortical fields. Adapted from ref. 39.

Fig. 1. Frequency response areas of single auditory cortical neurons. Responses were recorded to 50-ms tone stimuli (3-ms rise/fall) presented at 16 different intensity levels [10- to 90-dB sound pressure level (SPL)] at 31 different frequencies spanning 2–5 octaves from a free-field speaker located directly opposite to the contralateral ear. The color corresponds to the percent of the maximum response recorded in that neuron. White areas correspond to areas where the activity was not significantly greater than the spontaneous rate. Each FRA shows the response of a single neuron from the cortical location shown in I. The frequency range was customized for each neuron and therefore will vary between panels. The 25% contour (50% for the neuron shown in A) is reproduced on the same frequency axis to allow comparisons of the frequency bandwidth across neurons (Upper Right), and the CF is given above each FRA. (I) Dorsal view of the recording locations for each neuron. The heavy line shows the physiological boundaries of AI. Thin lines show the region investigated in the study. Circled letters correspond to the different panels shown in the figure. Note the differences in frequency tuning between neurons in AI and other cortical fields. Adapted from ref. 39.

Neuronal Activity as a Function of Stimulus Location

The hypothesis that AI and CM neurons process auditory spatial information in series predicts that the spatial response properties of these neurons should improve between AI and CM. To address this issue, the responses of neurons in these areas were measured while the monkey performed a sound localization task, and the neuronal activity was compared with the monkey’s sound localization performance (16). To determine sound localization thresholds, the monkey depressed a lever to initiate a trial, and several stimuli were presented from directly in front of the monkey. At some random time the stimulus changed location in either azimuth or elevation. When the monkey detected this change it released the lever and received a reward. The sound localization threshold was defined as the distance between locations necessary for the monkey to detect a difference on half
of the trials. These thresholds are shown for two monkeys in Fig. 3. The filled bars show the thresholds measured in azimuth and the open bars show thresholds measured in elevation for tone stimuli of different frequencies (Left) or noise stimuli with different spectral content (Right). Across these different stimuli, the thresholds for localization in azimuth were lower than those for localization in elevation. This difference was greatest for tone stimuli, where in most cases the elevation thresholds could not be measured because 30° was the maximum change in location tested. For noise stimuli, there was a progressive improvement in elevation thresholds as the stimulus contained higher frequency components. The worst thresholds were noted for stimuli containing 750–1,500 Hz, improving for 3,000–6,000 Hz, and 5,000–10,000 Hz, and the lowest thresholds were noted when the stimulus was a broadband noise containing all of those frequencies. There was no such obvious trend as a function of the tone stimulus frequency.

The activity of single neurons also was recorded in these monkeys while they performed a similar task. Each neuron was tested with two stimuli on randomly interleaved trials. One stimulus was a tone near the characteristic frequency of the neuron and the other was a noise stimulus that included the CF. Both of these stimuli usually elicited a robust response from the neuron under study. A typical example from an AI neuron is Fig. 2.

Fig. 2. FRAs recorded in the three different auditory cortical areas in a second monkey. (A–G) FRAs from single neurons recorded in R. (H–J) FRAs recorded at the rostral border of Al. (K, M, and O) Neurons recorded at the medial border of AI. (L, N, and P) Neurons recorded in CM near the AI-CM border. The characteristic frequency is shown within each FRA. Other conventions are as in Fig. 1. Adapted from ref. 39.

Fig. 3. Sound localization thresholds across stimulus frequencies and bandwidths. Thresholds are shown for localization in azimuth (solid bars) and elevation (open bars). Thresholds could not be defined if they were greater than 30° (broken lines). Noise stimuli consisted of 1-octave band-passed noise (L: 750–1,500 Hz; M: 3,000–6,000 Hz; H: 5,000–10,000 Hz) and broadband noise (NS). Adapted from ref. 16.
shown in Fig. 4. To the left are poststimulus time histograms (PSTHs) taken over 10 trials in which either a tone (Fig. 4A) or band-passed noise (Fig. 4B) was presented from one of 17 different locations in front of the monkey. Stimuli were positioned straight ahead and at 15° and 30° eccentricity along the horizontal, vertical, and both oblique axes. Fig. 4 shows the PSTHs at their relative locations in this region of frontal space. This neuron had a more robust response when the stimuli were presented to the right of the midline (in contralateral space), compared with when the stimuli were presented to the left of the midline. However, there was little difference in activity as a function of the elevation of the stimulus. This can be most readily appreciated by comparing the middle row of PSTHs (azimuth tuning) to the middle column of PSTHs (elevation tuning). The three-dimensional reconstruction of these responses is shown to the right of each plot in Fig. 4. These plots were normalized to the peak activity of that neuron measured across all locations for both stimuli, with the response shown in the z axis as a function of the stimulus azimuth and elevation. The response contour for noise stimuli had a greater slope than the response contour for the tone stimuli, indicating that this neuron was more sensitive to the location of noise stimuli compared with tones.

An example from a CM neuron is shown in Fig. 5. In this case, the neuron responded better to noise than to tones. Further, the response to noise was more strongly modulated by the stimulus location, illustrated by the greater slope of the surface contour. Finally, there was a difference in the spatial preferences of this neuron depending on the stimulus. When tone stimuli were presented (Fig. 5A), there was essentially no modulation of the response as a function of the stimulus elevation, shown as the iso-intensity contours (heavy black lines) being roughly parallel to the elevation axis. This can best be seen for stimuli at the midline (0° azimuth), where the neuronal response varied very little over 60° differences in elevation when tones were presented. In contrast, the response along the midline to noise stimuli (Fig. 5B) was greatest for upward elevations and smallest at the lowest stimulus elevation.

The results from both monkeys indicated that although most neurons responded to all stimulus locations, i.e., they were very broadly tuned, the main features of the neuronal responses were consistent with the behavioral ability to localization sounds. Localization in elevation was very poor for tone stimuli, and few neurons (<10%) were encountered that had changes in their response as a function of the elevation of tone stimuli. In contrast, localization in elevation of noise stimuli containing high-frequency components was much better than for tone stimuli, and more neurons were encountered that were sensitive
access to the information provided by only one neuron, then location of the stimulus from directly ahead. If the monkey had thresholds (Fig. 3) required the monkey to detect a change in the elevation for CM neurons), which showed the lowest behavioral thresholds for a ratio near 1.0). The distribution of this ratio for 353 AI neurons and 118 CM neurons is shown in the middle panel of Fig. 6. For both AI and CM, while most neurons predicted thresholds greater than those observed behaviorally, many neurons did predict thresholds consistent with the behavior. Further, CM neurons were better able to predict the behavior than AI neurons ($P < 0.05$) as indicated by more neurons having ratios close to 1.0 (compare the middle and right panels of Fig. 6A and B).

The ability of some neurons to predict behavior indicates that neurons in these areas could provide valuable information to the monkey about the spatial location of the stimulus. However, there was a wide variation in threshold ratios, meaning that many cells performed better or worse than the monkey. Because all neurons responded to these stimuli they were presumably conveying some information to the monkey. One possibility is that pooling the responses of all neurons would enhance the ability to predict the behavior. Alternatively, it may be that pooling the responses of all neurons would cause a degradation of the ability of the population to predict the behavior caused by the neurons that showed poor spatial sensitivity.

The results of an analysis of pooling neurons is shown in Fig. 7 where the mean and standard deviation across all comparisons (tone and noise stimuli for azimuth and elevation, 21 comparisons total) are shown for two populations of pooled neurons in each cortical area. Open bars show the results when all neurons tested in each cortical area were pooled. The neuronal predictions of the behavior for both AI and CM neurons were significantly worse than the measured behavior. A second level of analysis pooled the responses based on their spatial tuning. Significant spatial tuning was defined as a statistically significant correlation of the response as a function of stimulus location in at least one direction (azimuth or elevation) for at least one tested stimulus (tone or noise). The closed bars of Fig. 7 show that there was an improvement in the ability to predict the behavior by pooling the responses of only these spatially sensitive neurons. For AI neurons, the improvement still resulted in predictions that were significantly worse than the measured behavior. For CM neurons, however, the predictions based on the pooled spatially sensitive neurons were not different from the behavioral thresholds measured in the monkey. This result indicates that relatively small populations of neurons in CM contained sufficient information for the monkey to perform the task.

These results are consistent with serial processing of spatial information from AI to CM in the primate auditory cortex.
Neurons in CM showed better spatial tuning than AI neurons, and the ability to predict the behavior by all of the measured CM neurons was not significantly different from the predictions by only the spatially sensitive AI neurons. This is expected if the CM neurons were selectively activated by the spatially tuned AI neurons, ultimately leading to an enhanced representation of acoustic space during this serial processing. In support of this idea is the finding that CM neurons receive inputs from broad regions of AI that span much of the frequency representation (33, 36).

These results raise several obvious questions. The first is which other cortical areas also process spatial information. The experiments to date have concentrated on AI and CM, but it remains to be seen how neurons in other cortical areas also participate in this perception. It is likely that other cortical areas also will have spatially tuned neurons, as the “parallel” nature of information processing is almost certainly not strictly maintained. It is more likely that neurons across cortical areas process both “what” and “where” information to differing degrees to aid in ultimately “binding” these features to give rise to the percept of a real-world object.

A second question is how this information is used by the monkey. Although both AI and CM are likely to be necessary for sound location perception, it is also unlikely that either is sufficient for this percept in the primate. The most likely scenario is that these neurons form one link in the serial processing of spatial information that will be further processed in other auditory cortical fields, as well as parietal (e.g., ref. 40) and/or frontal cortical areas (41). The inputs from CM are likely

Fig. 6. Predictions of behavioral performance by single neurons. The mean and standard deviation of the response of a single neuron as a function of the stimulus azimuth (0° elevation) are shown for an AI neuron (A) and a CM neuron (B). (Left) Notes the response from the speaker located directly in front of the monkey. The ability of the neuron to predict the behavior was calculated as the distance in azimuth that corresponded to one standard deviation from the mean response at 0° (dashed lines). This prediction was tested against the behavior by dividing the predicted threshold by the measured threshold. (Center) The frequency distribution of this ratio when predicting thresholds in azimuth for tone stimuli measured across 353 AI neurons (A) and 118 CM neurons (B). Neurons that had a prediction greater than 4 times the measured threshold are shown in the right most bin. Ratios of 1.0 correspond to perfect predictions. (Right) The ratios when predicting thresholds in azimuth for noise stimuli. Adapted from ref. 16.

![Fig. 6. Predictions of behavioral performance by single neurons.](image)

![Fig. 7. Mean and standard deviation for the predicted/measured ratio pooled across either all neurons measured in that cortical area (open bars) or restricted to only the neurons in that cortical area that had significant correlation between the neuronal activity and the spatial location for at least one stimulus (closed bars). Each bar represents the mean of the azimuth and elevation predictions for tone and noise stimuli (21 ratios total). Dashed line is through 1.0 (perfect prediction). Only the pooled spatially sensitive CM neurons had a ratio that was not significantly different from the behavior. Adapted from ref. 16.](image)
candidates to contribute to the creation of multimodal spatial perception in the parietal lobe (40).

In summary, the available physiological evidence is supportive of the hypothesis that spatial location is processed in series between AI and CM. It remains to be seen how the outputs of CM are further processed, and how this processing results in the perception of acoustic space. Similarly, other features of the acoustic stimulus may be preferentially processed in other cortical areas, for example in the L fields in the belt and parabelt areas. Finally, the role of the cortical areas in the core region, particularly AI and R, is still unclear. It may be that both areas process all types of information in parallel, or there may be a subdivision of feature processing at this initial cortical level. Nonetheless, these experiments on the cortical mechanisms of sound localization indicate that broadly tuned neurons can in fact provide information necessary to perform perceptual discriminations at a much finer resolution than the bandwidths of the neuronal tuning functions would suggest. This type of information processing may be a general mechanism by which the activity of neurons in the cerebral cortex leads to perception across sensory modalities (42–44).
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