Looplessness in networks is linked to trophic coherence
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Many natural, complex systems are remarkably stable thanks to an absence of feedback acting on their elements. When described as networks these exhibit few or no cycles, and associated matrices have small leading eigenvalues. It has been suggested that this architecture can confer advantages to the system as a whole, such as “qualitative stability,” but this observation does not in itself explain how a loopless structure might arise. We show here that the number of feedback loops in a network, as well as the eigenvalues of associated matrices, is determined by a structural property called trophic coherence, a measure of how neatly nodes fall into distinct levels. Our theory correctly classifies a variety of networks—including those derived from genes, metabolites, species, neurons, words, computers, and trading nations—into two distinct regimes of high and low feedback and provides a null model to gauge the significance of related magnitudes. Because trophic coherence suppresses feedback, whereas an absence of feedback alone does not lead to coherence, our work suggests that the reasons for “looplessness” in nature should be sought in coherence-inducing mechanisms.

Feedback is a fundamental process in dynamical systems that occurs when the output of an element is coupled to its input. In complex systems this coupling can happen via feedback loops (or cycles) involving many elements, and hence the number and structure of such loops often determine important properties of the system as a whole (1). In systems that can be represented as graphs, or networks, the combined effects of feedback loops are described by the spectrum of eigenvalues of the adjacency matrix (the matrix of ones and zeros representing the existence or absence of edges between nodes) (2, 3). These eigenvalues can be related to fundamental questions regarding both structure (4, 5) and dynamical processes—including percolation (6), stability of dynamical elements (7), diffusion (8), or synchronization of coupled oscillators (2). Feedback loops also play a role in the behavior of many specific systems, such as robustness in gene regulatory networks (9), short-term memory in neural networks (10), or systemic risk in financial networks (11).

It has been observed that many biologically derived networks, such as food webs (12, 13) and gene transcription networks (14), have far fewer feedback loops than would be randomly expected, or even none at all. Given that acyclicity is the main requirement for being “qualitatively stable,” or stable regardless of the details of dynamics (1), one might suppose that this “loopless” architecture is an adaptation for stability or some other functional advantage. However, in some cases it is not clear what the optimization mechanism behind loop suppression might be. In an ecosystem, for instance, how would a feedback cycle be eliminated if it happened to benefit the particular organisms involved?

It has recently been shown that the high linear stability of food webs is determined mainly by a structural feature called “trophic coherence,” a measure of how neatly nodes fall into distinct levels (15). Trophic coherence, moreover, has been found to play an important role in other structural and dynamical properties of networks (16, 17). To investigate the relationship between trophic coherence and feedback, we here define the “coherence ensemble” of graphs and obtain expressions for various magnitudes relating to the cycle structure and spectrum of eigenvalues of coherent but otherwise random networks. We find that the number of cycles of length ν in a network can either grow or decay exponentially with ν, according to a “loop exponent,” τ, which is a function of trophic coherence. A corollary is that the expectation for the leading eigenvalue is $\Lambda_1 = e^\tau$. Thus, depending on the sign of τ and hence on trophic coherence, a network can belong either to a “loopful” regime characterized by many cycles and high leading eigenvalues or a loopless one in which cycles become scarcer with length, and all eigenvalues have real parts close to zero. In the loopless regime, the probability of drawing a directed acyclic graph tends to one with decreasing τ. We analyze a collection of empirically derived networks of several kinds and find that they conform to our theoretical predictions, with those networks with negative loop exponents displaying very few or no cycles. The observation of scarcity of feedback in certain natural systems is therefore unsurprising, given their trophic coherence.

Our work also suggests the question of what mechanisms explain trophic coherence. In the case of food webs, there are probably evolutionary pressures leading predators to specialize on prey on a narrow range of trophic levels (15). However, further research is needed to reveal other coherence-inducing mechanisms.

Results

The results we present here are for graph ensembles; that is, we make statements about expected values or probability distributions over the sets of all possible graphs that meet certain conditions.
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constraints. As we shall see, these results can shed light on the relationships between the structural features of many real-world networks, to the extent that they can be regarded as random draws from a particular ensemble. Paul Erdős and Alfred Rényi pioneered this approach to graph theory with their analysis of the ensemble of all graphs with a given number of nodes \( N \) and edges \( L \) (18). The Erdős–Rényi ensemble has two regimes, one for \( L > N \), in which almost all graphs will include a giant connected component, and another at \( L < N \), in which no component will have more than \( O(\ln N) \) nodes. Sometimes other characteristics are important. For example, whereas node degrees (i.e., numbers of neighbors) in the Erdős–Rényi ensemble are Poisson-distributed, real networks often have heavy-tailed degree distributions—a property that affects many other topological features (19). Such systems might thus be better studied by means of the configuration ensemble, the set of all graphs with not only given \( N \) and \( L \) but also a given degree sequence (20).

In the same spirit, we here define the coherence ensemble as the set of directed graphs with a given number of nodes and degree sequence, plus a specified trophic coherence. We go on to show that in this ensemble there are also two regimes, depending on a single parameter, \( \tau \), called the loop exponent:

\[
\tau = \ln \alpha + \frac{1}{2q^2} - \frac{1}{2q^4},
\]

where the branching factor \( \alpha \) depends on the degree sequence, and \( q \) and \( \bar{q} \) capture the trophic coherence of a given network and that of its random expectation, respectively. The coherence ensemble expectations for magnitudes such as the number of cycles of given length, or the leading eigenvalue, depend on \( \tau \) exponentially. Therefore, as we shall go on to show, the sign of \( \tau \) determines whether a network belongs to the loopless \( (\tau < 0) \) or the loopful \((\tau > 0)\) regimes.

**Definitions.** Consider the directed, unweighted graph given by the \( N \times N \) adjacency matrix \( A = (a_{ij}) \), which has \( L = \sum_{ij} a_{ij} \) directed edges. The in and out degrees of node \( i \) are \( k_i^\text{in} = \sum_j a_{ij} \) and \( k_i^\text{out} = \sum_j a_{ji} \), respectively, and the mean degree is \( \langle k \rangle = L/N \) (we shall use the notation \( \langle \cdot \rangle \) to refer to averages over nodes in a given graph, as opposed to ensemble averages). Note that the mean degree can be regarded as either the mean in degree or the mean out degree, because these coincide: \( \langle k \rangle = N^{-1} \sum_i k_i^\text{in} = N^{-1} \sum_i k_i^\text{out} \). An important magnitude that depends only on degrees is the branching factor:

\[
\alpha = \frac{\langle k_i^\text{in}, k_i^\text{out} \rangle}{\langle k \rangle}. \tag{2}
\]

Note that this magnitude, which together with trophic coherence determines the loop exponent \( \tau \), only depends on the mean degree \( \langle k \rangle \) and the correlations between in and out degrees, and not on other aspects of the degree distributions.

The eigenspectrum of \( A \) is \( \{\lambda_i\} \). The trace of the \( n \)-th power of any square matrix \( A \) can be expressed in terms of its eigenvalues as \( \text{Tr}(A^n) = \sum_i \lambda_i^n \) (21). Therefore, the distribution of eigenvalues, \( p(\lambda) \), is related to powers of \( A \) via its moments:

\[
\langle \lambda^\nu \rangle = \frac{1}{N} \text{Tr}(A^\nu). \tag{3}
\]

Because \( A \) is not, in general, symmetric, its eigenvalues will be complex. The trace of \( A \) is real and invariant with respect to a change of basis, so the eigenvalues of \( A \) will always be distributed symmetrically around the real axis (21). Of particular interest is the eigenvalue with the largest real part, \( \lambda_1 \)—usually referred to as \( A \)'s leading eigenvalue.

A “basal node” is one with in degree equal to zero. If a graph has at least one basal node (our assumption throughout), and every node belongs to at least one directed path that includes a basal node, we can define the trophic level of each node \( i \) as

\[
s_i = 1 + \frac{1}{k_i^\text{in}} \sum_j a_{ij} s_j. \tag{4}
\]

With no loss of generality for subsequent results, we define the trophic level of basal nodes as \( s_i = 1 \) (i.e., such that \( k_i^\text{in} = 0 \)) (22). This is the convention in ecology, where the trophic level of a species informs as to its ecological function: Typically, plants have \( s = 1 \), herbivores \( s = 2 \), and omnivores and carnivores \( s > 2 \). Note that Eq. 4 is a system of linear equations that can be solved whenever every node is on a path that begins at a basal node (15). Hence, despite the recurrent nature of this definition of trophic levels, the presence of cycles does not pose a problem.

In ref. 15 we defined the “trophic difference” associated to each edge: \( x_{ij} = s_i - s_j \). The distribution of trophic differences over edges, \( p(x) \), has mean \( L^{-1} \sum_{ij} a_{ij} x_{ij} = 1 \) by definition,\(^1\) and we can measure the graph’s trophic coherence with its SD:

\[
q = \sqrt{\frac{1}{L} \sum_{ij} a_{ij} x_{ij}^2} - 1. \tag{5}
\]

A graph will be more trophically coherent the closer \( q \) is to zero, so we refer to \( q \) as an “incoherence parameter.” Maximal coherence, \( q = 0 \), corresponds to a “layered” network in which every node has an integer trophic level, and, as \( q \) increases, the further the system departs from this ordered configuration (15, 16).

The number of directed paths (henceforth “paths”) of length \( \nu \) in \( A \) is \( n_\nu = \sum_{ij} \langle A^\nu \rangle_{ij} \). The number of directed cycles (henceforth “cycles”) of length \( \nu \) is \( m_\nu = \text{Tr}(A^\nu) \), which, according to Eq. 3 can be expressed as \( m_\nu = N \langle \lambda^\nu \rangle \). (Note that we are not referring here to simple paths and simple cycles, in which no node can be repeated.) This definition of \( m_\nu \) counts every unique cycle \( \nu \) times, so the number of unique cycles will be \( m^{\text{uni}}_\nu = m_\nu/\nu \).

The “directed configuration ensemble” is the set of all possible graphs with given in- and out-degree sequences (24). If the number of basal edges connected to basal nodes in a graph drawn from this ensemble is \( L_B \), then for any node \( i \) the expected proportion of in neighbors connected to a basal node will be \( k_i^\text{in} L_B / L \). To obtain several expectations related to trophic coherence exactly we define a modified version of this ensemble called the “basal ensemble,” which is the subset of graphs from the directed configuration ensemble that satisfy the constraint that the proportion of neighbors connected to basal nodes is exactly \( k_i^\text{in} L_B / L \) for every node \( i \). It is straightforward to determine that in this ensemble the expectations for the trophic coherence and for the branching factor are given, respectively, by

\[
\bar{q} = \sqrt{\frac{L}{L_B}} - 1 \tag{6}
\]

and

\[
\bar{\alpha} = \frac{L - L_B}{N - B} \tag{7}
\]

(where we use the notation \( E(z) = \bar{z} \) to refer to the expectation of magnitude \( z \) in the basal ensemble). The full derivation

\^1This can be easily seen by noting that, for any node \( i \), the average difference over its incoming edges is \( \sum_j a_{ij} (s_i - s_j) = 0 \).

\^2Note that this magnitude, which together with trophic coherence determines the loop exponent \( \tau \), only depends on the mean degree \( \langle k \rangle \) and the correlations between in and out degrees, and not on other aspects of the degree distributions.
of these results can be found in SI Appendix. In the limit $N \to \infty$, with $L/N \to \infty$, expectations in the basal ensemble and the directed configuration ensemble converge. For finite graphs, we show numerically in SI Appendix that expectations in the two ensembles are close. Eqs. 7 and 6 can therefore be considered reasonable null expectations for real networks given only $N$, $L$, $B$ and $L_0\nu$, that is, in the absence of information regarding in- and out-degree correlations or trophic coherence.

**The Coherence Ensemble.** Let us now consider the ensemble of directed graphs that not only have given in- and out-degree distributions (as in the directed configuration ensemble) but also given trophic coherence. We shall refer to this as the “coherence ensemble” and use the notation $E(z) = \bar{z}$ for the expected values of quantities $z$ in this ensemble. For networks in the coherence ensemble, the probability of a randomly chosen path of length $\nu$’s being a cycle can be obtained by considering a random walk along the edges of the graph and computing the probability that it returns to the initial node after $\nu$ hops. This constraint implies that the sum of the trophic differences $x_k$ over the $k = 1, \ldots, \nu$ edges involved, $S = \sum_k x_k$, must be zero. Let us approximate the differences $x_k$ as independent random variables drawn from the trophic difference distribution $p(z)$. According to the central limit theorem, the distribution $p(S)$ will tend, with increasing $\nu$, to a Gaussian with mean $\nu\bar{z} = \nu\bar{x}$ and variance $\nu\bar{q}^2$. Because cycles are paths that satisfy $S = 0$, the expected proportion of paths of length $\nu$ that are cycles, $\tau_\nu$, will be proportional to $p(S = 0)$. That is,

$$\tau_\nu = B_\nu \frac{1}{\sqrt{2\pi q}} \exp\left(-\frac{\nu^2}{2\bar{q}^2}\right).$$  [8]

Not all of the paths satisfying $S = 0$ will return to the initial node, and this effect is accounted for by the factor $B_\nu$. We can obtain $B_\nu$ by particularizing for the basal ensemble case, for which $q$ is given by Eq. 6, and $\omega_\nu = \bar{\alpha}/L$ (SI Appendix). Inserting these values into Eq. 8, we have

$$B_\nu = \frac{\bar{\alpha}}{L} \sqrt{\bar{q}^2} \exp\left(\frac{\nu^2}{2\bar{q}^2}\right).$$  [9]

Therefore, an approximate expression for $\tau_\nu$ is

$$\tau_\nu = \frac{\bar{\alpha}}{L} \frac{\bar{q}}{\sqrt{2\pi q}} \exp\left(\frac{\nu^2}{2\bar{q}^2}\right)\left[\frac{\bar{z}}{2}\left(1 - \frac{\nu^2}{2\bar{q}^2}\right)\right].$$  [10]

The expected proportion of paths of size $\nu$ that are cycles can thus either decrease or increase exponentially with $\nu$, depending on whether a particular graph is more or less trophically coherent than the null expectation given its degree sequence. Eq. 10 was obtained using the central limit theorem and so should only be valid for moderately large $\nu$. However, if the distribution of differences, $p(z)$, is approximately normal, it will be a good approximation also at low values of $\nu$. We have also assumed the trophic differences of each path to be independent random variables drawn from $p(z)$, an approximation that will hold as long as there are no significant correlations between these differences.

Let us now assume that the total number of paths in the coherence ensemble is given approximately by $\tau_\nu \approx L \nu/\nu$, as in the basal and the directed configuration ensembles—that is, irrespective of $q$ (SI Appendix). This is a reasonable assumption, at least for low $\nu$, because $\bar{\alpha}$ is the key element determining the number of ways a set of edges can be concatenated. (For finite $N$, the approximation may break down at high $\nu$ and low $q$, because the maximum path length will be shorter in highly coherent graphs than in random ones.) Combining this with Eq. 10 we obtain the expected number of cycles of length $\nu$:

$$\pi_\nu = \frac{\bar{\alpha}^2}{\alpha q} e^{\nu \bar{q}},$$  [11]

where the “loop exponent” $\bar{q}$ has already been supplied in Eq. 1. The term $1/q^2 - 1/q^2$ in Eq. 1 will be negative for networks that are more coherent than the random expectation ($q < \bar{q}$) and positive for those that are less so, whereas the sign of $\ln \alpha$ depends on whether $\alpha$ is greater or less than 1. Eq. 11 implies that the expected number of cycles of length $\nu$ in a graph can either grow exponentially with $\nu$, when $\tau > 0$, or decrease exponentially, if $\tau < 0$. Thus, which of these two regimes a given graph finds itself in is determined by the correlation between in and out degrees, $\alpha = (k^+k^-)/(k)$; the proportion of edges that connect to basal nodes, $L_0/L$ (via $q = \sqrt{L_0/L - 1}$); and the trophic coherence, given by $q$. Note that, as mentioned above, the definition of $\nu_\alpha$ counts each cycle $\nu$ times, so the expected number of unique cycles is

$$\pi^\nu = \frac{\bar{\alpha} q}{\alpha q} e^{\nu \bar{q}}.$$

The number of cycles is related to the eigenspectrum of the adjacency matrix through Eq. 3. Therefore, from Eq. 11 we have that the expected value of the $\nu$-th moment of the distribution of eigenvalues is

$$\langle \lambda^\nu \rangle = \frac{1}{N} \sum_i \lambda^\nu_i = \frac{1}{N} \frac{\bar{\alpha} q}{\alpha q} e^{\nu \bar{q}}.$$

We can use this relation to obtain, for the coherence ensemble, the expected value of the leading eigenvalue by considering the limit of large $\nu$:

$$\lim_{\nu \to \infty} \left( \sum \lambda^\nu \right)^{1/\nu} = \lambda_1 = e^{\tau \nu}.$$  [14]

The expressions for the configuration ensemble can be recovered by taking $q = \bar{q}$, which, according to Eq. 1, implies $\tau = \ln \alpha$. Thus, the leading eigenvalue in the directed configuration ensemble is $\lambda_1 = \alpha = (k^+k^-/(k))$. If the graph were symmetric ($k^+ = k^- = k$, $\forall i$), we would have $\lambda_1^{\text{sym}} = (k^)/(k)$, whereas for the Erdős–Rényi ensemble we obtain $\lambda_1^{ER} = 1 + (k)$. These particular cases are in agreement with previous mean-field results for these ensembles (25, 26). The expected distribution of eigenvalues is entirely defined by its first set of moments, as given by Eq. 13. For instance, the moment-generating function for graphs with given $\tau$ is

$$M_\lambda(t) = \sum_{\nu=0}^{\infty} \frac{\nu^\nu}{\nu!} \langle e^{\nu \alpha q} \rangle = \left( 1 - \frac{1}{N} \frac{\bar{\alpha} q}{\alpha q} \right) + \frac{1}{N} \frac{\bar{\alpha} q}{\alpha q} \exp(\nu e^{\tau \nu}).$$  [15]

**Empirical Networks.** We have obtained the adjacency matrices of 62 directed networks from various sources. Several details of each, including references, are listed in SI Appendix, Tables S1–S4. There are three broad classes of biologically derived network in our dataset: food webs, gene regulatory networks, and metabolic networks. We also include a neural network, and several man-made networks: two of international trade, a P2P file-sharing network, and a network of concatenated English words. In all cases we have removed self-edges if present, mainly because these are not reported for many of the networks, and the nature of self-interaction is often different from that occurring between elements. However, in SI Appendix we also analyze the same networks while conserving self-edges when reported, and the results do not differ significantly. Fig. 1 displays the leading eigenvalues, $\lambda_1$, against $\tau$ for the 62 networks, with different classes of network identified by the symbols, as indicated. The coherence ensemble expected value given by Eq. 1, shown with a line, provides a good estimate of almost all of the empirical values. The inset shows the positive quadrant on a semilog scale. Of the 62 networks in our dataset, 36 have $\tau < 0$ and 26 have $\tau > 0$. The mean values of $\lambda_1$ for these are,
respectively, $\lambda_1(\tau < 0) = 0.22 \pm 0.54$ and $\lambda_1(\tau > 0) = 6.1 \pm 7.4$. In other words, the two regimes are separated by an order of magnitude in the leading eigenvalue.

Table 1 shows the mean and SD of several magnitudes for the three main classes of biologically derived network in our dataset. The first three rows are for the ratios of measured values to the basal ensemble expectations. The graphs corresponding to food webs are significantly coherent ($q/\tilde{q} < 1$) and have slightly lower mean trophic levels than the expectation ($\langle s \rangle / \tilde{s} < 1$). The networks derived from gene regulation have coherence and mean trophic levels that are very close to their expected values. Meanwhile, the networks linked to metabolism are significantly incoherent ($q/\tilde{q} > 1$) and have mean trophic levels that are higher than expected ($\langle s \rangle / \tilde{s} > 1$). The measured values of $\alpha$ are in all three classes slightly higher than the expectation, but in the cases of food webs and gene regulatory networks the difference is within one SD. However, the metabolism-related networks display marked positive correlations between in and out degrees ($\alpha / \alpha > 1$). The fifth row shows the proportion of networks in each class that have negative $\tau$. For the food web and gene regulatory network data, it is 74 and 63%, respectively, whereas the metabolism-related networks are all in the positive $\tau$ regime. This leads to average leading eigenvalues, shown in the fourth row, that are much greater for metabolic network data than for food webs or gene regulatory-related networks.

The sixth row gives the proportion of networks in each class that are acyclic, a feature we discuss in the next section. In SI Appendix we show an example of each kind of network to illustrate the wide variety of trophic structures found among natural systems.

**Directed Acyclic Graphs.** Let us consider the probability that a graph randomly chosen from the coherence ensemble will have exactly $m_\nu$ cycles of length $\nu$. We shall assume that each path is an independent random event with two possible outcomes: With probability $\tau_\nu$ it is a cycle, whereas with $1 - \tau_\nu$ it is not. The number of cycles $m_\nu$ will therefore be binomially distributed:

$$p(m_\nu) = \binom{\tau_\nu}{m_\nu} (1 - \tau_\nu)^{m_\nu - m_\nu}.$$  \[16\]

We can use this distribution to obtain the probability that a network from the coherence ensemble would have no directed cycles of length greater or equal to $\nu$:

$$P_\nu = \prod_{\nu = 1}^\infty p(m_\nu = 0).$$  \[17\]

For instance, the probability that a network drawn randomly from this ensemble would be acyclic is

$$P_{\text{acyclic}} = \prod_{\nu = 2}^\infty p(m_\nu = 0) = \prod_{\nu = 2}^\infty \left(1 - \frac{\tilde{q}}{\nu} \exp \left[\frac{\nu}{2} \left(\frac{1}{q^2} - \frac{1}{q^2}\right)\right]\right)^{L_{\nu - 1}}.$$  \[18\]

Taking logarithms and considering graphs with sufficiently negative $\tau$ that we can use the approximation $\ln(1 - x) \simeq -x$, we have

$$\ln P_{\text{acyclic}} \simeq \frac{\tilde{q}}{\nu} \sum_{\nu = 1}^\infty e^{\nu \tau};$$  \[19\]

and, after performing the sum and some algebra,

$$P_{\text{acyclic}} \simeq \exp \left[\frac{\tilde{q}}{\nu} \left(1 - e^{\nu \tau - 1}\right)\right].$$  \[20\]

Therefore, as $\tau \to -\infty$, networks are almost always acyclic. We note that these sums include small values of $\nu$ for which results are only approximate unless the distribution of trophic differences, $p(x)$, is Gaussian.

Fig. 2 is a scatter plot of our set of empirical networks according to the terms in Eq. 1: $1 / q^2 - 1 / \tilde{q}^2$ and $\ln \alpha$. Each network is represented with either a triangle or a circle depending on whether it has cycles or not, respectively. The curve $\tau = 0$ separates the two regimes, and it is clear that whereas almost all of the networks in the positive $\tau$ regime have cycles (the exceptions being two food webs), as one moves into the negative $\tau$ regime most of the examples are acyclic. The inset shows the probability of a network randomly drawn from the coherence ensemble being acyclic, as given by Eq. 18 and indicated in the caption. One can compute, for each empirical network, the probability that it is acyclic according to Eq. 18. Thus, given only a network’s degree sequence and trophic coherence, we would expect it to be acyclic if $P_{\text{acyclic}} > 0.5$ (note that a network might be in the $\tau < 0$ regime yet still be predicted to have cycles by this decision rule). We find that, out of the 62 networks, eight are incorrectly classified: Seven food webs are acyclic despite being predicted to have cycles, and one gene regulatory network would be expected (by a magnitude in the leading eigenvalue).

Table 1 shows the mean and SD of several magnitudes for the three main classes of biologically derived networks and fractions of these networks to have $\tau < 0$, and to be acyclic, of the total in our dataset.

**Table 1.** Mean values and SD of the ratios $q/\tilde{q}$, $\langle s \rangle / \tilde{s}$, and $\alpha / \alpha$, and of the leading eigenvalue $\lambda_1$, for three classes of biologically derived networks and fractions of these networks to have $\tau < 0$, and to be acyclic, of the total in our dataset.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Food webs</th>
<th>Genetic</th>
<th>Metabolic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q/\tilde{q}$</td>
<td>0.44 ± 0.17</td>
<td>0.99 ± 0.05</td>
<td>1.81 ± 0.11</td>
</tr>
<tr>
<td>$\langle s \rangle / \tilde{s}$</td>
<td>0.88 ± 0.18</td>
<td>1.00 ± 0.001</td>
<td>2.05 ± 0.01</td>
</tr>
<tr>
<td>$\alpha / \alpha$</td>
<td>1.02 ± 0.23</td>
<td>1.19 ± 0.34</td>
<td>3.98 ± 1.04</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>1.54 ± 0.09</td>
<td>1.36 ± 0.75</td>
<td>7.36 ± 1.20</td>
</tr>
<tr>
<td>$\tau &lt; 0$</td>
<td>31/42</td>
<td>5/8</td>
<td>0/7</td>
</tr>
<tr>
<td>Acyclic</td>
<td>31/42</td>
<td>1/8</td>
<td>0/7</td>
</tr>
</tbody>
</table>
small margin) to be acyclic but is not. The prediction is therefore accurate in 87% of instances.

Discussion
We have shown that a directed network can belong to either of two regimes characterized by fundamentally different cycle structures, depending on the sign of a single parameter, $\tau$, which is a function of the trophic coherence and the branching factor, as given by Eq. 1. Because the expected number of cycles of length $\nu$ is proportional to $e^{\nu \tau}$, positive $\tau$ implies an exponentially growing number of cycles with length, whereas for negative $\tau$ the probability of finding cycles is vanishing. This, in turn, has a crucial effect on the spectral properties of graphs: In particular, the expected value of the leading eigenvalue of the adjacency matrix is $\lambda_1 = e^\tau$. A corollary is that graphs drawn randomly from the negative $\tau$ regime have a high probability of being directed acyclic graphs, the main requisite for qualitative stability (1).

Our results provide expected values for what we have called the coherence ensemble—the set of directed graphs with a given degree sequence and trophic coherence—and do not, therefore, place bounds on the possible values a given network can exhibit. However, analysis of a set of empirically derived networks of various kinds shows that in most cases these expected values are very good approximations to the ones measured, suggesting that the coherence ensemble may be an appropriate null model to use in place of the coherence ensemble—the set of directed networks with a given degree sequence and trophic coherence—and its relation to function and dynamics. Classifying nodes by trophic level, as has been done in ecosystems using stochastic block models, which can take non-trophic interactions into account (31, 32).

A relation between node function and trophic level may exist in systems other than ecological ones. For instance, in the word adjacency network of the children's book Green Eggs and Ham, by Dr. Seuss, we find that the mean trophic level of common nouns is $s_{\text{noun}} = 1.4 \pm 1.2$, whereas that of verbs is $s_{\text{verb}} = 7.0 \pm 2.7$ (SI Appendix, Fig. S4). This shows that in networks where node function is encoded in trophic levels any mechanism whereby edges tended to occur between nodes with specific functions might develop nontrivial coherence (or incoherence). More broadly, it also suggests that the trophic structure of directed networks may provide insights into their function and dynamics. Classifying nodes by trophic level, as has long been standard in ecology, might also tell us something about the functions of, say, genes, metabolites, neurons, economic agents, or words in unknown languages. In view of these considerations, we believe that further exploration of the trophic structure of networks, and its relation to function and dynamics, will prove a fruitful avenue for learning about many complex systems.
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