Confirmation of intersubunit connectivity and topology of designed protein complexes by native MS
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Computational protein design provides the tools to expand the diversity of protein complexes beyond those found in nature. Understanding the rules that drive proteins to interact with each other enables the design of protein–protein interactions to generate specific protein assemblies. In this work, we designed protein–protein interfaces between dimers and trimers to generate dodecameric protein assemblies with dihedral point group symmetry. We subsequently analyzed the designed protein complexes by native MS. We show that the use of ion mobility MS in combination with surface-induced dissociation (SID) allows for the rapid determination of the stoichiometry and topology of designed complexes. The information collected along with the speed of data acquisition and processing make SID ion mobility MS well-suited to determine key structural features of designed protein complexes, thereby circumventing the requirement for more time- and sample-consuming structural biology approaches.

protein–protein interactions are key contributors to biological complexity and processes. Protein complexes can accomplish tasks that cannot be performed by the isolated subunits, including metabolic channeling, signal transduction, and cell shape stabilization (1). Structures of homo- and heterooligomeric complexes solved by X-ray crystallography, NMR spectroscopy, and cryo-EM help to shed light on protein complex topologies and can provide atomic-resolution details on the intricacies underlying protein–protein interactions. Most of those solved structures are from naturally occurring protein assemblies. Inevitably, their diversity is limited, as their evolution is linked with the physiological context and cellular requirements (2, 3). Tackle a new generation of challenges in medicine and in industry makes it desirable to control the defined assembly of protein subunits into higher-order architectures not found in nature (4, 5). Several approaches have been utilized to drive the formation of higher-order protein structures, including the mediation of protein interactions by metals, disulfide bonds, genetic fusions, and ideal helix–helix interactions (6–10). More recently, a symmetric modeling approach was used in the Rosetta software suite for the design of cyclic oligomers (11), nanocages (12–15), and 2D layers (16). The extraordinary success of this method makes it interesting to further explore its potential to design additional heterooligomeric protein architectures.

Advances in the Rosetta design methodology and in gene synthesis enable the design and testing of many assemblies. However, there is still a great lack in methodologies to screen and characterize these assemblies with high confidence and efficiency on a structural level. Usually, high-resolution structural determination methods are used for structural analysis. However, the most commonly used technique, X-ray crystallography, is not generally applicable, as it contains time-consuming steps for sample preparation, measurement, and data analysis and bears the risk of introducing artifacts from structural rearrangements during the protein crystallization process (17). NMR is limited by the quantity and the size of the complex (18). Finally, cryo-EM is not yet universally available and is limited by sample preparation, size of the protein complex, measurement, data storage, and data analysis (19). Moreover, due to limitations in time and resources, atomic-resolution techniques are often not required for the initial screening and characterization of protein complexes. This is particularly true for a library of computationally designed protein complexes, where fast and high-throughput characterization methods are needed. The entire native MS workflow including data analysis for a sufficiently purified protein complex sample as shown in this work is achievable within 1 d.

Native MS has become an attractive structural biology tool to assess the key features of protein quaternary structures (20–23). In this technique, protein assemblies are ionized from a non-denaturing volatile salt solution, (partially) desolvated in vacuum, and detected by a mass analyzer to obtain their molecular masses. Additionally, ion mobility (IM) measurements can be used to also determine their collision cross-sections (CCSs) in a combined IM-MS approach. These IM-MS measurements provide information on the stoichiometry and shape of the intact protein complex in the gas phase (24–27). The protein complex ion of a particular charge state can be selected by a quadrupole and subjected to surface-induced dissociation (SID) before IM-MS. SID is a single-step, high-energy activation method, wherein non-covalent dissociation of the complex leads to generation of masses. Additionally, ion mobility (IM) measurements can be selected by a quadrupole and subjected to surface-induced dissociation (SID) before IM-MS. SID is a single-step, high-energy activation method, wherein non-covalent dissociation of the complex leads to generation of
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subcomplexes that are building blocks of the complex (24, 26). Consequently, a combination of native IM-MS and quadrupole SID-IM-MS can be used to obtain characteristics of protein assemblies, such as stoichiometry, intersubunit connectivity, and topology, using sample amounts typically as low as 5–50 pmol (26, 27).

We set out to computationally design two-component dihedral protein assemblies. These dihedral protein assemblies failed to form high-quality crystals required for X-ray crystallography. Hence, we used native MS coupled with IM and SID to characterize the designed protein complexes. We show that information about stoichiometry, intersubunit connectivity, and overall topology is rapidly gained by our methodology. The computationally designed protein complexes show the expected stoichiometry, intersubunit connectivity, and overall topology.

Results and Discussion
Computational Design. We designed protein complexes with dihedral symmetry based on homodimeric and homotrimeric building blocks deposited in the Protein Data Bank (PDB). A total of 272 trimers and 1,054 dimers were selected as scaffolds; multidomain proteins, oligomers without distinct protein cores, and those without accessible structured surfaces were discarded. A set of D3 scaffolds that do not intercalate along the dihedral axis was also included as C3s. Additionally, only crystal structures with resolution better than 2.5 Å were accepted. Two trimeric building blocks were aligned in a D3 group, while three dimeric building blocks were aligned around the dihedral two-fold axis, perpendicular to the trimer C3 axis, thereby also conforming to D3 symmetry (Fig. L4). This resulted in an overall architecture that we labeled “D32”: dihedral symmetry composed of cyclic homotrimers [C3, subunit A (Fig. L4, green)] and cyclic homodimers [C2, subunit B (Fig. L4, red)]. All 286,688 cross-pairs were subsequently docked, allowing freedom of movement and rotation along the rotational axes and relative to the center of the D32 architecture. The D32 architecture allowed us to utilize the library of dimers and trimers, which is significantly more numerous than that of higher cyclic symmetries. The architecture also results in unique connectivities, where the overall structure cannot assemble without both components being present. Where the trimeric and dimeric building blocks made favorable contacts, finer sampling was performed followed by RosettaDesign (28) to generate well-packed, hydrophobic protein interfaces. These designs were subsequently filtered by metrics including solvent-accessible surface area, buried unsatisfied hydrogen bonds, shape complementarity (29), and binding energy (13). All designs that passed these filters were subject to residue-by-residue reversion to the WT sequence and subsequently scored to minimize the amount of introduced mutations for each design. The RosettaScript and symmetry definition files for the dihedral designs can be found in Dataset S1.

Expression of Designs and Validation of Complex Formation. A total of 48 designs were selected for experimental analysis, and the corresponding dimer–trimer pairs were coexpressed in Escherichia coli. Their ability to interact with each other was assessed based on the ability to copurify the untagged component with the hexahistidine-tagged component by immobilized metal ion affinity chromatography. Three complexes that displayed high expression levels and stability were subsequently verified to form higher-molecular mass complexes using analytical size exclusion chromatography (SEC), comparing the elution volume with the expected value (GE Healthcare) (Fig. 1B). Models for these three designs can be found in Dataset S2, and their amino acid sequences are reported in Fig. S1. Each design was also analyzed with SEC using buffers of different ionic concentrations (Fig. S2).

Stoichiometry and CCSs of Designed Protein Complexes. We used native MS to determine whether the designed protein interfaces resulted in the assembly of dimers and trimers to form the predicted heterododecamers. In a first step, we determined the stoichiometry and shape of the three complexes by IM-MS. We found differences in the effect of the ionic strength on the complex formation. Increasing ionic strength had no effect in the case of D32-01 but promoted complex formation in the cases of D32-02 and D32-03. (Fig. S3). At optimal ammonium acetate (AA) concentrations, a dominant species with a charge-state series around m/z 7,000–8,000 was observed for all three samples along with minor amounts of dimers and trimers (Fig. 2). The corresponding molecular masses of 235.9 ± 0.19 kDa for D32-01, 233.9 ± 0.49 kDa for D32-02, and 227.4 ± 0.12 kDa for D32-03 are in excellent agreement with those expected for the intended A6B6 heterododecamers (235.8 kDa for D32-01, 233.3 kDa for D32-02, and 226.3 kDa for D32-03) when taking into account the deviation from the theoretical mass that results from the additional mass of salt adducts as typically observed in native MS. Exact molecular mass determination under denaturing conditions further confirmed the integrity of the complex subunits with an absence of the N-terminal methionine in the case of the B subunits of D32-01 and D32-02 (Table S1). The CCSs of charge reduced complexes are 9,625 Å² (CCS error 104 Å²) for the charge states 22–27+ for D32-01, 9,541 Å² (CCS error 73 Å²) for the charge states 21–25+ for D32-02, and 8,964 Å² (CCS error 42 Å²) for the charge states 20–24+ for D32-03 (Fig. S4). These can be compared with the CCS values calculated from the computational models for the designed complexes [10,277 Å² (CCS error 92 Å²) for D32-01, 9,561 Å² (CCS error 96 Å²) for D32-02, 10,055 Å² (CCS error 83 Å²) for D32-03]. A deviation of the CCS by up to 11% most likely results from some extent of collapse in the gas phase as sometimes observed in native MS (30–32). Interestingly, the deviations of the CCS (7% for D32-01,
by using charge reduced protein complexes, as previous work [for example, by Quintyn et al. (25), Zhou and Wysocki (33), and Song et al. (26)] showed that SID of charge-reduced complexes reliably results in the generation of native-like subcomplexes that are reflective of the initial complex topology. The generated subcomplexes can be subsequently analyzed by IM TOF. We found that a sufficient variety of SID products is formed from the surface collision at a mid- to high-energy SID voltage to determine the topology of the protein designs from the charge-state distributions and corresponding masses of the generated subcomplexes (energies of [charge state × (100–180 V)] ∼ 3,200–5,800 eV). Based on the IM-MS data, we were able to unambiguously confirm the topology of all three designed A6B6 heterododecamers (Fig. 3 A–C). We observed subcomplexes collapse and assume that the subunits rearrange to stabilize charge/intramolecularly “solvate.” For example, SID of D32-01 generated A6B2 with a CCS of 3,200 Å² (clipped from model with no rearrangement: 3,714 Å²) and A5B4 with a CCS of 7,031 Å² (clipped from model: 9,195 Å²). Consequently, we focused on using IM solely as an additional separation dimension to facilitate the identification and annotation of all m/z series. The corresponding masses of the SID-generated subcomplexes can be found in Table S3. All designs were thus shown to consist of two trimers connected by three dimers. Furthermore, only the SID of D32-02 results in generation of a B6 subcomplex, consistent with the fact that it is the only design where the three B dimers are in direct contact with each other.

It is important to note that collision-induced dissociation (CID), which is the most commonly used gas-phase dissociation technique in MS/MS, typically results in the ejection of an unfolded monomer and generation of the complementary (n − 1)-mer subcomplex (34–36) and is thus—in contrast to SID—not generally applicable for the analysis of complex topologies. Supercharging can in some cases promote the generation of structure-informative fragments by CID, but the retention of structural information seems to heavily rely on protein complex properties, like subunit flexibility and charge density (37). Alternatively, it has been shown that protein–protein interactions can be disrupted by varying the ionic strength or percentage of organic solvent to generate subcomplexes for MS analysis (26, 38), and those are sometimes sufficient to determine a complex topology. In the case of D32 complexes, solution disruption showed the presence of B2 dimers and A3 trimers but did not show the other subcomplexes seen in SID (Fig. 3 A–C). SID alleviates the need to screen multiple in-solution disruption conditions that require extensive sample handling and large sample amounts. Furthermore, SID also provides more extensive connectivity information than solution disruption.

Protein–Protein Interactions Within the Designs. We also varied the SID acceleration voltage to determine which subcomplexes are readily generated at low-energy surface collision. By plotting the abundance of (sub-)complexes against the SID collision energy, we found that D32-01 and D32-02 start to dissociate at around 750 and 500 eV, respectively (Fig. S5). Whereas D32-01 predominantly dissociates into B2 and complementary A6B4, D32-02 predominantly dissociates into A3 and complementary A3B6 at low SID energy (Fig. 3 D and E). This is consistent with the expectation of the small (designed) interface area between dimers and trimers being preferentially dissociated at low-energy SID. The dissociation of D32-01 into B2 and A6B4 requires only the dissociation of two relatively small A–B interactions (2 × 662 Å²). For D32-02, the additional interactions between the dimers favor the dissociation into A3 and A3B6, as this only require the dissociation of three relatively small A–B interactions (3 × 619 Å²) (Table S4).

Interestingly, a relatively high collision energy of around 1,800 eV is necessary to initiate dissociation of D32-03 (Fig. S5), and a significant amount of B subunit is generated above this SID energy.
threshold (Fig. 3F). This is particularly surprising, as the B dimer in the D32-03 complex has a large interface area between the subunits (B–B interaction: 3,131 Å²) and is expected to be far more stable than the designed interfaces between dimers and trimers. Solely based on the protein–protein interactions within the proposed D32-03 design, we would have expected B2 and complementary A6B4 as predominant SID products, as this only requires the dissociation of two relatively small A–B interactions (2 × 614 Å²) (Table S4).

**Examination of D32-03 B Dimer.** Because D32-03 required higher energies to dissociate and because it did not produce dominant B2 dimers, as we predicted, we compared the properties of the D32-03 B subunit with the WT scaffold dimer (PDB ID code 3L9F) to test whether the designed substitutions altered the homoooligomerization interface. We confirmed that both WT and D32-03 B subunit are dimers with almost identical CCSs (Fig. S6). CD spectroscopy measurements further confirmed that the dimers do not differ significantly in their secondary structure content (Fig. S7). Gas-phase CID of the two dimers showed a similar energy-dependent unfolding as monitored by IM, and the dissociation of the dimers to monomers by SID also displayed an almost identical energy dependency (Fig. S8).

---

Fig. 3. IM-MS for midenergy (A–C) and low-energy (D–F) SID of A6B6 complexes. IM-MS (log scale) data are shown for 25+ D32-01 heterododecamer [(A) SID at 3,000 eV and (D) SID at 1,000 eV], for 23+ D32-02 heterododecamer D32-02 [(B) SID at 3,450 eV and (E) SID at 1,150 eV], and for 23+ D32-03 heterododecamer [(C) SID at 3,450 eV and (F) SID at 2,070 eV]. The charge-state series for SID-generated species were used to calculate the masses of subcomplexes and determine their identity (Table S3). Subcomplexes that could be unambiguously identified are shown. Selected (m/z 9,527, 10,296, and 10,482 for D32-01, D32-02, and D32-03, respectively) and charge-stripped complex ions are highlighted by rectangular boxes.
to unfold by CID at an energy of 440 eV as indicated by an increase in their drift time. Based on our SID data, dimers start to dissociate at around 600 eV, and the intensity of monomers equals that of the dimer at 900 eV. In summary, our data show that the introduction of mutations to design a protein–protein interaction surface does not interfere with the homooligomerization interface and the structure of the dimer.

In Vitro Assembly of D32-03. To exclude that the association of dimers and trimers in vivo had influenced the ability to form the complex with the expected structure, we analyzed the mixture of separately expressed, hexahistidine-tagged dimers and trimers as well. We confirmed by MS that the D32-03 complex is formed in vitro, and using SID-IM-MS, we were further able to show that the in vitro- and in vivo-formed D32-03 complexes show the same gas-phase dissociation properties (Fig. S9). Whereas we can exclude that the D32-03 B subunit differs significantly from the WT scaffold dimer, it is not obvious whether the unexpected behavior of D32-03 is a result of the gas-phase collapse as indicated by IM, a rearrangement at high SID energies, or a combination thereof. At this point, we do not fully understand the dissociation behavior of D32-03.

Conclusion

We designed dihedral complexes based on dimers and trimers derived from nature; 3 of 48 designs were found to form highly stable complexes, but they failed to form crystals of sufficient quality for high-resolution X-ray structure determination. Thus, we used native MS as an alternative structural biology technique to assess the success of our computational approach. IM-MS in combination with SID of the three designs, D32-01, D32-02, and D32-03, confirmed that they are indeed A6B6 heterododecamers consisting of two trimers, with each monomer of the trimer connected by the dimers, further implying the dihedral architecture. Low-energy dissociation products of D32-01 and D32-02 by SID are consistent with the designed heterooligomerization interfaces, and midenergy dissociation products by SID suggest that the two designed complexes have the intended structure. In the case of D32-03, low-energy SID products deviate from the expected dominant products based on the protein–protein interface analysis, although each of the SID products formed is consistent with the overall structure. To exclude the possibility of formation of unexpected protein–protein interactions in the designed B dimer and within the complex, we confirmed that the designed B dimer does not deviate significantly from its scaffold dimer and that the B dimer associates both in vivo and in vitro with the corresponding trimer to form a heterododecamer. Although overall SID results show that the complex has the intended design, we cannot exclude at this point that the unexpected dissociation of this complex might be due to structural rearrangement in the gas phase because of the high-onset energy for dissociation. Consistent with some level of restructuring even before high-energy surface activation, D32-03 dodecamer and separately expressed dimer are collapsed in the gas phase as indicated by the significant deviations (11 and 13%, respectively) from the expected CCS values.

In summary, native MS-SD-IM is a beneficial structural biology tool as shown in this work. Its high speed and low sample consumption also make it perfectly suited for the rapid screening of (designed) proteins to determine their quaternary structures and facilitate the decision on which ones should be investigated by high-resolution structural biology methods. Native MS-SD-IM is highly suitable for rapidly assessing proposed quaternary structure models, and this technology has reached a point where even ab initio quaternary structure determination is possible (26, 27).

Materials and Methods

Protein Expression and Purification. To produce the heterododecameric dihedral complexes, genes were synthesized and cloned into pET29b+-vectors (Gen9) via NdeI and XhoI, with an additional ribosome binding site in front of the gene encoding the second component to allow for the expression of both components in E. coli BL21 (DE3) cells. By construct design, a hexahistidine tag is only present on one of two components (Fig. S1). After induction with isopropyl β-D-1-thiogalactopyranoside (1 mM) at OD_{600} of 0.8, cell growth was continued at 18 °C for 16 h. After centrifugation, cells were resuspended in Tris-buffered saline (TBS; 50 mM Tris, 500 mM NaCl, pH 8.0) supplemented with lysozyme and DNase at 0.25 mg/mL (Sigma-Aldrich) and dialyzed by sonication (15 W for 5 min total). Protein complexes were purified from the clarified lysate by immobilized metal ion affinity chromatography (binding: TBS, 30 mM imidazole; wash: TBS, 60 mM imidazole; elution: TBS, 500 mM imidazole) followed by SEC.

Analytical SEC. Protein oligomers were analyzed by analytical SEC. A total amount of 1–5 mg protein was applied on a Superdex 200 Increase 10/300 GL size exclusion column (GE Healthcare). TBS or AA was used as mobile phase, and eluting proteins were detected by UV absorption at a wavelength of 280 nm.

CD Spectroscopy. CD measurements were performed with a J-815 spectropolarimeter (Jasco). Data were recorded at a scanning rate of 100 nm/min from 190 to 300 nm (data pitch, 1 nm; bandwidth, 1 nm). Proteins in TBS were measured at 25 °C with a concentration of 10 μM.

Native MS. Proteins were buffer-exchanged into AA using Micro Bio-Spin P-6 Gel Columns (Bio-Rad), and protein concentrations were determined by UV absorbance using a Nanodrop 2000c spectrophotometer (Thermo Fisher Scientific). Proteins were diluted to a final concentration of 5 μM. For experiments requiring charge reduction (SID and CCS analyses) during nano-electrospray ionization (nESI), triethylammonium acetate (TEAA; Sigma-Aldrich) was added at a ratio of 5:1 AA:TEAA. Borosilicate glass capillaries were prepared in house with a P-97 micropipette capillary puller (Sutter Instruments) and were filled with 5–10 μL of the protein solution. A platinum wire was inserted into the solution, and 1.2–1.5 kV were applied for nESI into a SYNAPNT G2 HDMS mass spectrometer (Waters Corporation) with an SID device incorporated between a truncated trap traveling wave ion guide and the IM cell as described previously. The following instrument parameters were used: sampling cone, 20 V; extraction cone, 2 V; source temperature, 20 °C; trap gas flow, 4–5 mL/min; helium cell gas flow, 120 mL/min; IM nitrogen gas flow, 60 mL/min; trap wave velocity, 150 m/s; trap wave height, 4 V; ion mobility spectrometry (IMS) wave velocity, 300 m/s; IMS wave height, 20 V; transfer wave velocity, 65 m/s; transfer wave height, 2 V; and backing pressure, 4–6 mbar. The trap direct current bias was varied from 45 (for SID at 0 V accelerating voltage) to 240 (for SID 180 V accelerating voltage). Laboratory frame collision energy is obtained by multiplying the precursor ion charge state by the accelerating voltage. Details on the SID settings can be found in Table S2. Mass spectra were recorded for 5–10 min and smoothed (smoothing method: mean; smooth window: 50; number of smooths: 10). Tandem MS SID spectra were recorded for 20–30 min for low-energy SID and 60–80 min for high-energy SID.

CCS Determination. Beta-lactoglobulin, transthyretin, and avidin were obtained from Sigma-Aldrich, and serum amyloid P component was obtained from EMD Millipore. Published protocols were used for the determination of experimental CCS (39, 40). Beta-lactoglobulin (charge states 7+–for monomer and 11+–for dimer), transthyretin (charge states 14+– for tetramer), avidin (charge states 15+– for tetramer), and serum amyloid P component (charge states 22–26+ for pentamer and 31–34+ for decamer) were used as CCS calibrants. N_{2}CCS values for the calibrants were derived from the work by Bush et al. (39). For dodecamers, the scan range was kept at m/z 400–200,000 (IM pusher frequency: 0.2729 ms per bin). For D32-03 WT and designed dimers, the scan range was kept at m/z 400–14,000 (IM pusher frequency: 0.1813 ms per bin). CCS calibrations were performed in three independent repeats. Theoretical CCS values were calculated based on the projection superposition approximation method (41). The following calculation parameters were used: temperature, 300 K; buffer gas, N_{2}; orientation averaging accuracy, 0.01; number of orientations, 50–10,000; shape factor surface density, 2.0; mesh factor, 1.0; and surface factor accuracy, 0.01.
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