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Average global surface-air temperature is increasing. Contention
exists over relative contributions by natural and anthropogenic
forcings. Ecological studies attribute plant and animal changes to
observed warming. Until now, temperature–species connections
have not been statistically attributed directly to anthropogenic
climatic change. Using modeled climatic variables and observed
species data, which are independent of thermometer records and
paleoclimatic proxies, we demonstrate statistically significant
‘‘joint attribution,’’ a two-step linkage: human activities contribute
significantly to temperature changes and human-changed temper-
atures are associated with discernible changes in plant and animal
traits. Additionally, our analyses provide independent testing of
grid-box-scale temperature projections from a general circulation
model (HadCM3).

climate change � double attribution � global warming � plant animal
impacts � regional climate change

The Third Assessment Report of the Intergovernmental Panel
on Climate Change (IPCC) Working Group I concluded that

humans are changing the climate by injecting greenhouse gases
and aerosols into the atmosphere (1). One line of evidence that
was examined included temperature trends produced by the
HadCM3 general circulation model (GCM) in response to three
different scenarios: (i) only natural climatic forcings (hereafter
called NF), (ii) only greenhouse gas and aerosol forcings (an-
thropogenic forcings, AF), and (iii) a coupling of both natural
and anthropogenic forcings (combined forcings, CF). Stott and
colleagues (2) compared surface-air temperature data from all
three model runs to observed global surface-air temperatures.
Results for the CF yield the closest match with observed
temperatures over the 20th century, AF produce a good fit, but
NF results are notably less skillful. Stott (3) has extended these
methods to a regional analysis that yields similar results, further
confirming the importance of AF for credible simulation of
historical observed temperatures.

Even though paleoclimatic proxies, surface thermometers,
satellites, and weather balloons are recording global warming,
interpretations of these instrumental records have sometimes
been contentious (4, 5). Having measures of warming that are
not based on the interpretations of these data allows indepen-
dent testing of different external and internal factors influencing
the climate. For instance, results from biological metaanalyses,
which examined numerous studies to determine the occurrence
of a biotic signal consistent with climatic change, indicated that
‘‘. . . a significant impact of recent climatic warming is discernible
in the form of long-term, large-scale alterations of animal and
plant populations’’ (ref. 6, p. 59). The vast majority (�80%) of
species exhibiting changes are shifting in the manner expected
with increasing temperature (6). What has been lacking thus far,
however, is statistical evidence that attributes a significant
portion of the changes seen in plants and animals (6–8) directly
to human-caused increases in global temperature in the same
manner that earlier detection and attribution studies have re-
lated AF and observed temperature changes (1, 2). Our study
associates plant and animal responses to particular climatic

forcings (NF, AF, or CF) and demonstrates a strong linkage
between biotic trends and anthropogenic climatic change.

We compare changes in species phenological traits, such as
shifts in the time of blooming, to modeled temperature data
generated by the HadCM3 GCM (9) at the scales of both one
grid box (‘‘local scale’’) and the average of nine grid boxes
(‘‘more regional scale’’). We expect that, at local and�or more
regional scales, the temporal changes in phenology of species
around the globe are much more weakly associated with tem-
peratures driven by NF than temperatures driven by either AF
or a mixture of NF and AF. Remembering that the global-level
modeled temperatures using coupled NF and AF provide the
highest association with measured temperature trends (3), we
expect the associations between species and modeled tempera-
tures when using either of the two forcings alone will be weaker
than those when CF are used, unless one of the forcings (i.e., NF
or AF) dominates the signal in the CF case.

Our null hypothesis is that there is no statistically significant
difference in the associations between species and temperatures
modeled with NF, AF, or CF. To test this hypothesis, we examine
the relationships between phenological changes exhibited in
actual plant and animal data, and HadCM3-GCM-modeled
temperature data derived by using three different forcings: NF,
AF, and a mixture of these two. Our results indicate that
modeled-temperature values derived assuming only NF typically
do not track species changes as well as those derived using only
AF or CF. These results consistently provide strong evidence for
the case of ‘‘joint attribution’’ (also known as double attribution):
(i) human activities involving injection of greenhouse gases and
aerosols into the atmosphere can be attributed by modeling
studies to be changing the surface-air temperatures at a local and
more regional scale, and (ii) some phenological changes in
species at various locations around the planet are highly likely to
be attributed to this human-induced temperature increase.

The IPCC Third Assessment Report (1) suggests that GCM-
modeled temperatures at the subcontinental scale (�107 km2)
and above are dominated by general circulation processes that
are fairly well represented in models, whereas the accuracy of
model simulations below this level is expected to decrease with
spatial scale as more local processes that are not as well
represented in the models become more significant (10). In our
joint-attribution analyses, the explanatory power of GCM-
modeled temperatures is no worse at the one-grid-box than at the
nine-grid-box scale. Explanations for this result could well
involve characteristics of the spatiotemporal scales at which
species respond to temperature trends. Further investigation of
possible mechanisms that influence the multiscalar associations
of species with climate is obviously needed but is beyond the
scope of this analysis.

In addition to demonstrating model skill, our results based on
plant and animal observations (in effect, temperature proxies)
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tion model; IPCC, Intergovernmental Panel on Climate Change; NF, natural climatic
forcings.
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provide an independent, unique attribution method that is
unaffected by standard, and at times contentious, methodolog-
ical issues, such as the extent to which thermometer data are
biased due to heat-island effects (11), or whether the orbital
degradations of satellites are properly taken into account (12).
We certainly do not assert that plant-and-animal-climate-proxy
data should substitute for archives of actual instrumental cli-
matic records or the detection and attribution literature built
upon them. However, use of these species data from varied
locations and diverse taxa can provide an independent confir-
mation of the many previous attribution studies using instru-
mental observations (e.g., ref. 4 and references therein).
Moreover, finding significant correlations between biological
records and HadCM3-GCM-modeled anthropogenic climatic
changes increases confidence in the ecological implications of
GCM-based projections of climatic changes in the 21st Century
(6, 8, 13, 14).

Methods
Temperature Data. From historical model runs of the HadCM3
GCM (an ensemble of four averaged runs for each forcing), we
obtained temperature data corresponding to the season and
specific years of a species’ observation for each model grid box
containing the study site of one or more species. The spring
season in the Northern Hemisphere was defined as the mean of
March, April, and May temperatures; in the Southern Hemi-
sphere, the months of September, October, and November were
averaged. To determine whether differences exist between a
local and more regional scale, we examined data from (i) the 2.5°
� 3.75° grid box containing each species study site and (ii) the
nine grid boxes covering and surrounding each site (area cen-
tered on the grid box covering the study site). Grid boxes over
large bodies of water were excluded in the regional-scale
analysis.

Species Data. Our intent was to determine whether a signal of
human-induced global warming can be identified in the changing
phenology of wild plants and animals. We obtained data on
species that exhibit a statistically significant trend (P � 0.10) in
a phenological trait (e.g., timing of blooming or timing of
migration). Thus, for these species, our results indicate whether
GCM-modeled temperatures that include AF better explain the
pattern of those changes than comparable temperature simula-
tions without AF climatic forcings. By only analyzing species that
have demonstrated temperature-associated phenological
changes, our results are not representative of the climatic change
sensitivity of all species. Instead, we were able to (i) detect a
global biotic signal of temperature-associated species changes
(see also refs. 6 and 8) and (ii) determine whether that signal can
be directly attributed to human greenhouse gas emissions.

The temporal scale covered by the various studies range from
11 to 97 years, having a mean of 28 years. We used data from 29
published studies (15–43) and one author’s (T.L.R.) unpublished
data. These data are distributed over 41 GCM grid boxes and
include 145 species representing a variety of taxa (e.g., forbs,
trees, invertebrates, and birds). Species were observed at 26 sites
in Europe, 9 in North America, and 7 in Asia. A majority of
locations (62%) occur in Europe, and most species were re-
corded in North America (57%).

Analyses. We used species data in association with GCM-
modeled temperature values at both one-grid-box and nine-grid-
box scales to test for joint attribution in three different ways.
First, we focused on 130 Northern Hemisphere species exhibiting
statistically significant changes (P � 0.10) in spring phenology.
To facilitate comparisons among taxa and regions, we divided
these species into seven overlapping groups, each of which
contains at least 25 species: all species (n � 130), species north

of 45° latitude (n � 52), North American species (n � 76),
European species (n � 44), birds (n � 40), herbaceous plants
(n � 60), and woody plants (n � 25).

Phenological changes were measured consistently in all studies
(date of event), allowing us to calculate the mean annual
phenological change for sets of species in the Northern Hemi-
sphere from 1969 to 1999 (Fig. 1A). Each species is not recorded
each year, but the calculation of the annual mean includes a
minimum of 50% of the species in the total sample. Using a
Pearson correlation, we quantified the association between the
annual phenological averages and each of the three time series
of GCM-temperature data (i.e., temperatures modeled with NF,
AF, and CF) at three spatial scales: (i) averaging only grid boxes
covering study locations, (ii) averaging all grid boxes in the
Northern Hemisphere (ocean and terrestrial), and (iii) grid
boxes around the entire planet (ocean and terrestrial).

The second way that we tested for joint attribution was by
calculating the individual correlation coefficients between the
three temperature time series and species’ data for each of the
145 species and then calculating the means of the correlation
coefficients for species included in each of the regional and
taxa-specific subsets described above. To assess possible bias due
to multiple-species observations being recorded at one location,
we used Monte Carlo simulations with one species chosen
randomly from each of the 41 individual grid boxes containing
the 42 site locations. A total of 5,000 iterations were run. From
these runs, we determined average correlation coefficients be-
tween the species’ data and temperature time series for each of
the three HadCM3 temperature simulations. Specifically, 14
different comparisons were examined: local and more-regional
analyses for all species together and for the six different subsets
of species.

Our third test for joint attribution included all species showing
a statistically significant phenological change. For this test, we
examined the frequency distribution of the species’ correlation
coefficients as calculated between the phenological change of
individual species and each of the three different types of
modeled temperature data at each location.

Caveats and Perspective. The strength (magnitude) of the corre-
lation coefficients between species data and modeled tempera-
ture data are not expected to be particularly high for several
reasons. First, unpredictable factors (e.g., chaotic weather fluc-
tuations) introduce a significant element of stochasticity in
reality and in climatic models. Second, missing factors (e.g.,
land-use changes) or other sources of uncertainty exist in each
of the various climatic forcing factors, which means that the
forcings that drive HadCM3 GCM results cannot fully reflect all
influences. Third, unavoidable approximations inherent in the
model structure introduce errors into GCMs, especially at
grid-box levels (44, 45). Fourth, causes of change in species’
phenological traits are complex, multifactorial, and only partially
understood (46). Fifth, observations of species traits are not
error-free. Sixth, both climatic and species trends are just
becoming discernible from background levels. All of these
factors generate variability.

Our investigation focused on determining whether a statisti-
cally clear signal emerges despite these uncertainties. Even if an
obvious statistical association between species changes and
anthropogenically forced GCM-modeled temperatures is found,
supporting a claim for joint attribution, a nonzero but highly
unlikely possibility exists that gross underestimates in NF as-
sumptions in HadCM3 coincident with gross overestimates in AF
produce fortuitous correlations. Indeed, our claims for joint
attribution rest upon the assumption that the ‘‘conventional
wisdom’’ embodied in the NF and AF used in GCM runs are
sufficiently accurate, a highly likely assumption because it is built
on a generation of assessments of NF and AF processes (1).
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Thus, assigning confidence to our conclusions is primarily an
exercise in assessing the likelihood that the NF and AF used to
drive the HADCM3 model were reasonable. Our personal
understanding of this literature is that a high confidence can be
assigned to our results, although that is of necessity a subjective
assessment (47).

Results and Discussion
Species Trends Over Time. We examine 130 species showing
statistically significant phenological shifts (P � 0.10) during
spring in the Northern Hemisphere as a group and for the six
taxa�region subsets described above. The expected direction of
change is negative (shift earlier in the season) in response to
warming. The average number of days changed is �3.2 days�
decade for all 130 species (P � 0.001), �4.4 days�decade for
species north of 45° latitude (P � 0.001), �2.0 days�decade
for North American species (P � 0.05), �5.0 days�decade for
European species (P � 0.001), �5.1 days�decade for birds (P �
0.001), �2.1 days�decade for herbaceous plants (P � 0.01), and
�5.2 days�decade for woody plants (P � 0.05). As expected, the
group of species at the highest latitudes exhibits a much stronger
phenological shift (�4.4 days�decade) than Northern Hemi-

sphere species south of 45° (n � 78, �1.2 days�decade, P � 0.23).
These results are consistent with other studies (6, 8).

Local, Hemispheric, and Global Scales. If species are indeed acting
as surrogate and independent ‘‘springtime thermometers,’’ and
our hypothesis addressing joint attribution is correct, then the
association between the annual averaged phenological data for
all species should be highest with the CF GCM-modeled tem-
perature data. Because of extensive aggregation of both the
climatic and biotic data, the correlation coefficients between the
phenological averages and temperatures modeled at both the
Northern Hemisphere scale and the entire globe are expected to
be stronger than the correlation coefficients at the (noisier)
grid-box scale. For phenological averages of all species, values of
the correlations with modeled temperature assuming NF, AF,
and CF, respectively, are, for grid boxes, �0.08 (P � 0.70), �0.40
(P � 0.03), and �0.51 (P � 0.005); for the Northern Hemisphere,
�0.22 (P � 0.23), �0.71 (P � 0.001), and �0.72 (P � 0.001) (Fig.
1 B–D); and, for the globe, �0.15 (P � 0.45), �0.66 (P � 0.001),
and �0.77 (P � 0.001). Correlations for the six subsets of species
exhibit a strikingly similar pattern. Associations between species
data and temperatures modeled by using CF are strongest in all
cases.

Fig. 1. For each year, the occurrence dates (Julian) of spring phenological traits are averaged over all Northern Hemisphere species exhibiting statistically
significant changes in those traits (n � 130). These averages are plotted against the following. (A) Year with a �3.2 day change per decade. (B) The average
modeled spring (March, April, and May) temperatures including only natural forcings at each study location (r � 0.22, P � 0.23). (C) Identical to B but including
only anthropogenic forcings (r � �0.71, P � 0.001). (D) Identical to B but including both natural and anthropogenic forcings (r � �0.72, P � 0.001).
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Another way to represent the previous results is to examine the
amount of variability explained (r2) in species data by modeled
anthropogenic temperature data at the scales of grid boxes, the
Northern Hemisphere, and the globe. These values are 16%,
50%, and 44%, respectively. Variability in species’ trends ex-
plained by temperatures modeled using NF is low at all three
scales: �1.0%, 4.8%, and 2.3%, respectively. Combined forcings
consistently explained the most variability: 26%, 52%, and 59%,
respectively. The magnitudes of the correlations and the per-
centage of explained variability provide exceptionally strong
support for joint attribution. Given the low percentage of
variability explained by the NF and the high percentage for CF,
we conclude that a substantial fraction of temporal changes
in species across the Northern Hemisphere can be directly
attributed to human influences on climate as modeled by the
HadCM3 GCM.

Magnitudes of Correlation Coefficients. For the seven groups of
species at both the local and more regional scales, the means of
the correlation coefficients between the species’ data and tem-
peratures modeled with CF are significantly higher than the
means between species’ data and temperatures modeled with
either of the other two forcings (P � 0.05). For all 145 pheno-
logically changing species, the mean values are �0.27 (CF),
�0.08 (AF), and 0.01 (NF) at single-grid scale and �0.26 (CF),
�0.07 (AF), and 0.01 (NF) for the nine-grid scale. The values for
the two scales are not statistically different from each other. All
subsets yield similar results, and again, no statistical differences
exist between the two scales. Because AF are a component of
CF, AF clearly contribute toward shaping these associations.
Despite many uncertainties in each component of our analyses
(see above), a consistent conclusion emerges: All 14 cases (all
145 species and six subgroups of species for both grid scales)
support joint attribution. Furthermore, 133 of the 145 species
(92%) are shifting in the direction (earlier) expected by global
warming.

For 7 of the 14 cases (both scales for all species combined,
North America, and birds, and regionally for herbaceous plants),
the means of the correlation coefficients between species’ data
and temperatures modeled with human forcings are greater than
the means of the correlation coefficients between species’ data
and temperatures modeled with NF (P � 0.05). This suggests
that, compared with NF, AF are more important in driving
temporal changes in species. Again, these results provide strong
evidence for joint attribution, as well as suggesting the discern-
ible skill of this GCM in simulating recent climatic trends, even
at local and more regional scales. For the other seven cases (both
scales for northern latitudes, Europe, and woody plants, and
locally for herbaceous plants), the means of the correlation
coefficients between species data and naturally and anthropo-
genically forced temperatures are not statistically different from
each other, but both are statistically significantly lower in
magnitude than the mean of the correlation coefficients between
species data and temperatures modeled with CF.

Our correlation results are strikingly similar at both local and
more regional scales. Our scales of analysis (local and more
regional) roughly fall within the definition of ‘‘regional scale’’
presented by the IPCC (104 km2 to 107 km2). As discussed above,
model-generated data at these scales are not usually considered
as reliable as more aggregated data (10). Nevertheless, our
results suggest that the grid-box-scale data have no less explan-
atory power than the more regional temperature data, at least in
their association with species data. Karoly (personal communi-
cation) has also found that regional-scale data modeled with the
GCM have as much explanatory power as larger-scaled GCM-
generated data. This implies that grid-box-scale climate data
(modeled or actual) contain valuable information of use, at the
very least, for ecological analyses.

Monte Carlo Simulations. The means calculated with Monte Carlo
simulations are similar to the statistical means described above.
In all simulations, the mean of the correlation coefficients
derived by using modeled temperatures resulting from NF is
lower than the mean of the correlation coefficients between
species’ data and temperatures modeled with CF. Thus, our
results above do not appear to be significantly skewed because
of having several species reported within a single grid cell.

Frequency Distribution of the Correlation Coefficients. We examined
the frequency distributions of the correlation coefficients for all
145 species with each of the three forcings at both the local and
regional scales. Results for both spatial scales are, again, nearly
identical, and thus only the local scale is plotted (Fig. 2). If the
associations were random, we would expect the frequency of the
species’ correlation coefficients to be normally distributed
around zero, roughly what we find when temperatures are
modeled by using NF (Fig. 2 A); the median correlation coeffi-
cient is 0.004. Indeed, only 9 of 145 (6%) species show a
statistically significant association with naturally forced temper-
ature model (P � 0.10). The frequency distribution of the
correlation coefficients between species’ data and temperatures
modeled with only AF (Fig. 2B) produces a less random pattern
than for the NF, with 28 of 145 species (19%) showing statisti-
cally significant associations. The median correlation coefficient
is �0.09. Finally, the frequency distribution of correlation
coefficients between species’ data and temperatures modeled
with CF (Fig. 2C) is strongly skewed to the left—a median
correlation coefficient of �0.31—because of the strongly neg-

Fig. 2. Frequency of correlation coefficients calculated between species’
phenological traits and modeled spring (March, April, and May) temperatures
for all species showing phenological changes (n � 145) assuming NF (A), AF (B),
or CF (C). The striping indicates that all of the indicated correlation values are
statistically significant (P � 0.1).
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ative phenological response; 64 of 145 species (44%) have
statistically significant associations with CF modeled tempera-
tures. All but five of these 64 species demonstrate negative
associations.

Conclusions
Our analyses examine a type of data not previously used for
climatic change attribution studies: shifting traits in the natural
history of plants and animals. These data provide an indepen-
dent proxy of the change in global temperature over time that is
not plagued with disputes (regardless of the merits of the claims)
over the reliability and validity of the instrumental record of
temperature. The observed temporal changes in the phenolog-
ical traits of plants and animals around the planet are more
closely associated with HadCM3 temperatures modeled with
AF, either combined with NF or alone, than with modeled
temperatures assuming only NF (Figs. 1 and 2). These results
provide strong evidence of joint attribution (also called double
attribution): Humans are contributing to changing regional
temperatures, which in turn are associated with changes in wild
species. Therefore, we conclude that human activities are highly
likely to be contributing to the changes in regional surface
temperatures, and these human-influenced temperature pat-
terns are significantly associated with discernible changes in
plant and animal phenological traits. Additionally, our results
provide an independent validation test at both local (one grid
box) and more regional (nine grid boxes) scales of a GCM driven
by typically assumed AF and NF.

Despite careful caveats that most climate modelers warn
should be applied to results obtained from GCMs at grid boxes

or small regional scales (10), the highly significant detection and
attribution of HadCM3-GCM-produced anthropogenically
forced climatic signals in the plant and animal records are strong
validation that the model has discernible predictive ability at
these relatively localized scales. At these scales, the HadCM3
GCM is simulating past temperature trends that are clearly
detectable in responses of wild species. Both this confirmation of
the sensitivity of species to temperature trends, and our detec-
tion of significant plant and animal correspondence with GCM
results using AF alone or in conjunction with NF (and relatively
weak correlations for NF alone), support the findings of previous
studies (2, 3, 6–8) using only meteorological instrumental ob-
servations of temperature. These studies claim detection and
attribution of anthropogenic climatic changes and climatic im-
pacts in observational data. We assert that all these studies taken
together demonstrate that recent (at least for the latter few
decades of the 20th century) climatic changes seen at both the
local and nine-grid-box scales, and observed changes in wild
species, are highly likely to be forced to a considerable degree by
human emissions of greenhouse gases and aerosols.
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