Pressure dependence of thermal transport properties
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Pressure (P) derivatives of thermal conductivity (k) and thermal diffusivity (D) are important to geophysics but are difficult to measure accurately because minerals, being hard and partially transparent, likely incur systematic errors through thermal losses at interfaces and spurious radiative transfer. To evaluate accuracy, repeat experiments for olivine [(Mg0.9Fe0.1)2SiO4], quartz (SiO2), and NaCl are examined in detail: these and other data on electrical insulators are compared with theory. At ambient conditions, D is underestimated in proportion to the number of contacts. As temperature (T) increases, spurious radiative transfer more than offsets contact loss. Compression of pore space and contact losses affect pressure derivatives, but these seem independent of T. Accurate (±2%) values of D(T) at 1 atm are obtained with the contact-free, laser-flash method. Other optical techniques do not pinpoint D but provide useful pressure derivatives. Published data on d(\ln k)/dP at ambient conditions agree roughly with all available models, the simplest of which predicts \( \frac{d(\ln k)}{dP} = \frac{\partial \ln k}{\partial P} \), where \( K_l \) is the bulk modulus. However, derivatives verified by multiple measurements are reproduced accurately only by the damped harmonic oscillator model. An improved database is needed to refine this model and to confidently extrapolate these difficult measurements to geophysically relevant conditions.

Thermal transport properties play a crucial role in mantle convection, because this phenomenon results from competition between diffusion of heat, resistance to motion, and buoyancy forces. Thermal conductivity (k) and its relative thermal diffusivity,

\[
D = \frac{k}{\rho C_p},
\]

where \( \rho \) is density and \( C_p \) is heat capacity at constant pressure (P), are regulated by two different mechanisms. Transport of heat by phonons is termed lattice conductivity (\( k_l \)). For electrical insulators such as mantle minerals, photons also move heat. Radiative transfer inside Earth proceeds by diffusion among the grains and is calculated from spectroscopic measurements (e.g., ref. 1). In contrast, laboratory experiments involve direct (also called boundary-to-boundary) radiative transfer wherein photons emitted from heater warm the thermocouple with minimal participation of the sample, because most electrical insulators are transparent at certain frequencies (1–3). This effect is not easily separated from \( k_{lat} \). Recent advances made in measurement of D using the contact-free, laser-flash technique (4, 5) allow removal of unwanted direct radiative transfer effects from the raw data. Their approach was recently applied to Earth materials at T but not at P (6–9). Pressure studies of \( k_{lat} \) (or D) predominately involve conventional, contact methods (e.g., refs. 10–12), which potentially include simultaneous but opposing errors due to direct radiative transfer and contact resistance at interfaces (e.g., refs. 13 and 14).

This report uses laser-flash results and the existing database to decipher meaningful values of \( \frac{d(\ln k)}{dP} \). Single crystals are the focus for several reasons. (i) Grain boundary behavior, such as differential thermal expansion or compression of pore space, should be relatively unimportant inside the Earth because grain boundaries are well annealed at high T and P. (ii) Understanding heat transport in single crystals is a precursor to deciphering the more complicated behavior of agglomerates. (iii) Problems in measuring single crystals are likely present in studies of rocks but are more difficult to recognize. Comparisons are made at ambient conditions and at elevated P and T. The unfortunate conclusion is that contact methods yield problematic results for geophysically important silicates and oxides; most results are inaccurate and systematically underestimate \( k_{lat} \) or D at low T and overestimate values at high T. However, pressure derivatives are fairly consistent for multiple measurements and independent of temperature. Well constrained derivatives unaffected by compaction of pore space and deformation of the sample are reproduced accurately by the damped harmonic oscillator model.

Models of Vibrational Heat Transport

Debye’s (15) analogy of the scattering of phonons to collisions of molecules in a gas forms the basis of all models of heat transport in electrical insulators. Peierls (16) and Klemens (17) derived summations of the form

\[
k_{lat} = \frac{1}{3} \frac{P}{N \rho C_v} \sum_\text{frequencies (1-3)} \sum_{\text{longitudinal optic; } \nu_l} c_{ij} \gamma_{ij}^2 \tau_i,
\]

where \( M \) is the molar formula weight, \( Z \) is the number of formula units in the primitive unit cell, \( u_j \) is the group velocity (= \( d\omega/ds_j \)), \( s_j \) is the wave vector, \( \omega = 2\pi v_l \) is the circular frequency of a given mode, \( v_l \) is frequency, \( \tau_i \) is the mean free lifetime, \( f = 1 \) to 3NZ sums the normal modes of a crystal with \( N \) atoms in the formula unit, \( j = 1 \) to 3 sums the three orthogonal directions, and \( c_{ij} \) is the Einstein heat capacity of each vibrational mode, which depends on \( v_l \) and T.

Acoustic Models. Given the success of Debye’s model for \( C_v \), parameters for acoustic modes have generally been used to calculate \( k_{lat} \) and optic modes were considered to play a minor part (e.g., ref. 18). One shortcoming is the need to estimate lifetimes (19, 20). Generally, \( \tau \) is assumed to go as 1/T above the Debye temperature (\( \theta \), which is 500 K for mantle minerals), which reproduces Eucken’s (21) empirical law (16):

\[
k_{lat} = B/T \text{ for } T > \theta.
\]

The factor B has been related to thermodynamic quantities. Julian (22) derived

\[
k_{lat} = \frac{24}{20} \frac{4^{1/3}}{\gamma_\hbar} \left( \frac{\alpha k_0}{\hbar} \right)^3 \frac{Z M a_0^3}{T} \text{ for } T > \theta,
\]

where \( \gamma_\hbar = \alpha V K_f / C_v \) is the thermal Grüneisen parameter, \( \alpha \) is thermal expansivity, \( V \) is molar volume, \( K_f \) is the bulk modulus = \( -V(d\omega/dP) \), \( k_0 \) is Boltzmann’s constant, \( h \) is Planck’s constant, and \( a_0^3 \) is the volume of the unit cell. Roufosse and Klemens (20) obtained the same form as Eq. 4, but 1/7 as large.
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Based on Debye’s heat capacity model, \( \theta \propto \nu \) in Eq. 4, giving
\[
\frac{\partial (\ln(k_{\text{lat}}))}{\partial P} = \frac{1}{K_T} \left( 3 \gamma_\text{th} + 2 q_\text{th} - \frac{1}{3} \right) \approx \frac{6}{K_T} \quad \text{for } T > \theta, \tag{5}
\]
where the second Gr"uneisen parameter \( q_\text{th} = \frac{\partial \gamma}{\partial \ln v} \) (e.g., refs. 23 and 24). However, Debye’s model severely restricts values of Gr"uneisen parameter due to assuming linear dispersion, i.e.,
\[
u \sim v_\alpha \sim v V^{1/3} \tag{6}
\]
for a cubic lattice across the Brillouin zone. For comparison, the definition of group velocity, using \( s = 2ma \) for the cubic lattice, gives
\[
u_i \sim \gamma_i v V^{1/3}. \tag{7}
\]
Debye’s model requires that mode Gr"uneisen parameters are constant and near unity, and thus \( q_\text{th} = 0 \) is required for Eq. 5.

**Dimensional Analysis.** Dugdale and MacDonald (25) also assumed that \( \tau \sim 1/T \), providing
\[
k_{\text{lat}} = \frac{C_v}{3a} u \frac{a}{\gamma_\text{th}} = \frac{V K_T}{3} \frac{u a}{\gamma_\text{th}}. \tag{8}
\]
In accord with their derivation, \( \langle u \rangle \) is approximated as \( (V K_T)^{1/2} \), the bulk sound speed, giving
\[
\frac{\partial (\ln(k_{\text{lat}}))}{\partial P} = \frac{1}{K_T} \left( \frac{3}{2} \frac{\partial K_T}{\partial P} + 2 q_\text{th} - \frac{11}{6} \right) \approx \frac{6}{K_T} \tag{9}
\]
Roughly, \( q_\text{th} = 1 + \delta_\tau - \delta K_T/\partial P \), where \( \delta_\tau = (1/\alpha K_T)(\partial K_T/\partial T) \). This approximation for \( q_\text{th} \) omits terms on the order of 0.1 and provides values of \( q_\text{th} \) from 0 to 2 (e.g., ref. 26).

**Bulk Sound Model.** The summation in Eq. 2 is simplified to
\[
k_{\text{lat}} = \frac{p}{3ZM} C_v \langle u \rangle^2 \tau. \tag{10}
\]
Assuming that \( \langle u \rangle \) is the bulk sound velocity provides
\[
\frac{\partial (\ln(k_{\text{lat}}))}{\partial P} = \frac{1}{K_T} \frac{\partial K_T}{\partial P} + \frac{1}{C_v} \frac{\partial C_v}{\partial P} + \frac{1}{\tau} \frac{\partial \tau}{\partial P} \approx \frac{4}{K_T} \tag{11}
\]
The middle term should be \( \approx 1/10 \)th of the first \( (K'/KT \sim 4\% /\text{GPa}) \), from the identity
\[
\frac{\partial C_v}{\partial P} = - T \frac{\partial^2 V}{\partial T^2} = - TV \frac{\alpha^2 + \alpha}{\partial T} \tag{12}
\]
and available data (27). Pressure studies (11, 28) corroborate this inference for minerals, providing \( \partial \ln(C_v)/\partial P \approx 0.4\% /\text{GPa} \), which is \( <1/10 \)th of \( \partial \ln(k_{\text{lat}})/\partial P = 5\% /\text{GPa} \). Given the uncertainties in measuring \( k_{\text{lat}}(P) \), the heat capacity term can be dropped. The pressure dependence of the lifetimes should be small; for optic modes, this property is closely related to population of vibrational states (7) that are governed by temperature, not pressure (discussed further below). The last term is also negative because compression should provide more frequent collisions and hence shorter lifetimes. Thus, Eq. 11 sets an upper limit for \( \partial k_{\text{lat}}/\partial P \).

**Optic Model.** Lifetimes of optic modes are obtained through the damped harmonic oscillator model of Lorentz (e.g., refs. 7 and 29–31). For any given mode,
\[
\tau_i = \frac{1}{2\pi FWHM_i} \tag{13}
\]
where FWHM \(_i\) is the full width at half-maximum from individual peaks in the dielectric functions that are extracted from IR reflectivity data (e.g., ref. 32). FWHM of Raman peaks are obtained directly from the spectra, although instrumental line broadening must be accounted for.

From Eqs. 2 and 7, assuming that the mode Gr"uneisen parameters, \( \gamma_i = (K/n)(\partial \nu_i/\partial P) \), where \( K \) pertains to the volume of the vibrating unit (26, 33), are roughly equal, and that \( a_i \) on average equals the volume, gives
\[
\frac{\partial (\ln(k_{\text{lat}}))}{\partial P} = \frac{1}{K_T} \left( m \gamma_{\text{ave}} + \frac{1}{3} - 2 q_{\text{ave}} \right) - \frac{1}{(FWHM)^2} \frac{\partial (FWHM)}{\partial P} \approx \frac{4}{K_T} \tag{14}
\]
where \( m = 2 \) for \( \theta \approx 250 \text{ K} \), \( m = 3 \) for \( \theta \approx 400 \text{ K} \), and \( m = 4 \) for \( \theta \approx 550 \text{ K} \) (refractory mantle minerals). Previous derivations of \( \partial \ln(k_{\text{lat}})/\partial P \) (29, 31) are missing the term \( -2q \) because Eq. 6 was used in error. However, because \( q \) in Eq. 14 averages \( q_\text{th} \), this should be very close to 0 (e.g., ref. 26). Roughly, \( \gamma_{\text{ave}} \) equals \( \gamma_{\text{th}} \).

Constraining FWHM(P) from IR measurements is difficult because of nonhydrostaticity and changes in the longitudinal optic (LO)–transverse optic (TO) splitting. Raman measurements above 100 K on ZnO, CuI, and NaNO\(_3\) (34–36) give \( \partial \ln(C_v)/\partial P \) near 0, whereas low-temperature slopes are larger: 1.3%/GPa for SiC; \( \sim5\% /\text{GPa for CuI, LaF}_3\), and Ge; and \( \approx 12\% /\text{GPa for Si and the LO mode of ZnS that is affected by a resonance (37–40). The correlation of \( \partial \ln(C_v)/\partial P \) with \( T \) could be due to the methanol-ethanol medium being stiffer at lower \( T \). In this case, large slopes are probably not intrinsic, and \( \partial \ln(C_v)/\partial P \) should be small compared with the compression term. Alternatively, oxides could have negligible changes in FWHM with \( P \).

Comparison of Eqs. 5, 11, and 14 shows that acoustic models include large, positive dependencies of lifetimes on pressure: \( \partial \ln(\tau)/\partial P = (\gamma_{\text{th}} - 2/3)/K_T \). That lifetimes increase with pressure seemingly agrees with the correlation of \( \tau \sim 1/T \) in acoustic models. However, most of the decrease in lifetime as \( T \) increases is attributable to increases in the number of phonons due to population of excited states. Population of states should not change with pressure, and the behavior of lifetime with \( P \) is not linked to changes with \( T \).

**Inference of Systematic Errors from Comparison of Various Experimental Methods**

**Dual-Contact Methods.** Conventional measurements, wherein both the heat source and the thermocouples are in direct contact with the sample, are limited to \( \approx1,200 \text{ K} \) because of limitations of the materials used, long measurement times, and radiative heat losses from the surface (41). Ångström’s method or its variants dominate Earth science literature (e.g., ref. 12), wherein a sinusoidal source is used (25), and the transient hot wire technique provide \( k \) more accurately than \( D < 6\% \) and 30%, respectively (42). Osako et al. (11) used such a method.

Systematic errors arise from thermal contact resistance and differential thermal expansion (e.g., refs. 13 and 41). Surface roughness creates “gaps” through which phonons cannot propagate. This impediment is described as a thermal resistance. Because thermal resistances are additive (43), contact measurements underestimate \( k_{\text{lat}} \) in the absence of other problems.

Pressure derivatives of \( k \) obtained for hard solids may contain additional errors: deformation alters geometry, cracking reduces thermal contact, and resistivity is \( P \)-dependent (see refs. 10 and 44). In the older works, large uncertainties are associated with nonhy-
drostatic conditions and pressure calibration. We focus on recent work and omit results where cracking was reported.

Radiative transfer is recognized as a change in sign of $\partial \ln(\kappa_{\text{rad}})/\partial T$ from negative to positive as $T$ increases (e.g., refs. 2 and 3). This contribution is difficult to constrain for partially transparent minerals. It cannot be simply modeled, e.g., by using $k_{\text{rad}} = T^4$ (45) because this formula requires absorbance to be constant. Appropriate direct radiative transfer models that take into account experimental conditions such as sample length, $r$ and $T$ dependence of sample absorption, and contact emissions have not yet been constructed.

**Single-Contact Methods.** In recent geophysical studies (46–48), heat was applied remotely, but the sample contacts thermocouples for determination of heat flow. The above problems associated with contacts and direct radiative transfer occur with this approach, which was demonstrated through application of a similar method to glasses (14). Data have not been collected at pressure.

**Contact-Free, Laser-Flash Analysis (LFA).** A thin plate ($\approx 1$ mm thick by $\approx 8$ mm diameter) is held at temperature in the furnace while emissions from its upper surface are monitored remotely with an IR detector (41, 49). Additional heat to the lower surface is supplied remotely by an optical pulse from the IR laser. As heat from the pulse diffuses through the plate, the increase in emissions is recorded by the detector. Because emissions are directly related to temperature ($\sim T^4$), the detector response is known as a temperature–time curve. Surfaces of the sample are graphite-coated ($\approx 1$ mm thick) to absorb laser light, thereby shielding the detector, and to increase the intensity of the emissions (e.g., ref. 50). Equations used to analyze the data require that the pulse width be significantly shorter than the time it takes heat to cross the sample. Because the change in temperature across the sample associated with the pulse is small, $\sim 4$ K, $D$ is approximately constant during data acquisition, and the $T$ dependence of $D$ is determined solely by varying furnace temperature (41). By analogy to IR experiments (see ref. 51), use of thin plates minimizes the presence of unwanted LO modes; moreover, in this configuration, contact of the sample edges with furnace components is unimportant because emissions are collected from the center of the sample. The C coat, being thin and applied as a liquid, provides negligible contact resistance. The accuracy for the technique is considered to be 2%, determined through benchmarking against metals and graphite (52). These opaque and soft materials lack radiative transfer and have good thermal contact.

Direct radiative transfer is recognizable in the temperature–time curves as a virtually instantaneous rise in emissions after the laser pulse, whereas slow, vibrational transfer causes a gradual increase in emissions (e.g., see refs. 7 and 9). Thin metal coatings deposited before graphite are used to minimize radiative transfer (4). Mathematical modeling (5) separates these effects, as established through benchmarking (50).

**Contact-Free, Optical Methods Used at Pressure.** Picosecond transient grating spectroscopy has provided $D$ at P (53). In brief, laser pulses crossing at an angle $2\theta$ create an interference pattern with grid spacing $L = 0.5a$/sin$\theta$. The signal decays as $2\pi(2/\tau)$ and the diffusivity is obtained from the decay rate ($\tau$) and a radiative component of thermal transfer ($\tau$) using $\tau = 4\pi^2D/L^2 + r$. Decay is measured by Bragg diffraction of a third laser pulse. Because measurements are at 298 K, $r$ is negligible. If long-lived electronic states participate, then $\tau$ reflects processes in addition to thermal relaxation, and $D$ is underestimated.

Pangilinan et al. (44) developed an all-optical technique involving decay of a thermal wave and applied this to NaCl at pressure. A thermal model is used to extract both $k$ and $D$.

[Fig. 1. Thermal diffusivity at room temperature as a function of the number of physical contacts with heaters and/or thermocouples. All lines are least squares linear fits to the data. Squares, diamonds, and triangles, three orientations as labeled of olivine, $\sim \text{Mg}_1.8\text{Fe}_{0.2}\text{SiO}_4$ (3, 9, 48, 63, 64); gray symbols, picosecond transient grating spectroscopy measurements of olivine (53), which have problems other than contact (see text); circles, weighted average of the two orientations of quartz, $\text{SiO}_2$ (3, 47, 1); $\times$, NaCl (24, 54, 66, 67): LFA results of $D = 3.6$ mm$^2$/s is the average of 10 measurements on a crystal purchased from IR Crystal Laboratories; $\times$, NaCl from Pangilinan et al. (44).]

**Existing Database on Vibrational Heat Transport in Electrically Insulating Solids.**

Evaluating the accuracy of pressure derivatives requires first examining measurements at ambient conditions. Temperature effects are considered as many studies elevate $P$ and $T$ simultaneously.

**Effect of Contact on Measurements at Ambient Conditions.** Only for a few minerals do multiple measurements of single crystals exist that use all of the above classes of methods (Fig. 1). Variations in chemical composition or disorder preclude comparing many minerals. For olivine, $\text{Mg}_1.8\text{Fe}_{0.2}\text{SiO}_4$ (3, 9), slight sample variations occur but are unimportant because San Carlos material was mainly studied, and laser flash analysis gave the same $D$ values for different samples with similar compositions (9). Extrapolations from high-temperature are excluded because $D$ changes rapidly near 298 K.

Recent measurements of essentially pure, synthetic NaCl are included because this has been the focus of many heat transport studies at pressure. The average of the four contact studies shown in Fig. 1 is $3.25$ mm$^2$/s, which closely compares to the average of earlier data (see ref. 54). For NaCl, $D$ is reduced from laser-flash results by 4% per contact. For quartz ($\text{SiO}_2$), which is also highly pure, $D$ is reduced by 5% per contact. For olivine, orientationally averaged values are reduced by 13% per contact. “Dry” Mg-Fe-Mn garnets behave similarly (7), but this comparison includes uncertainties due to compositional differences.

Significantly less scatter is observed in the correlations of $D$ with the number of contacts if average values rather than individual orientations are compared (Fig. 1). This difference exists because individual orientations are affected by polarization mixing. Using very tall cylinders in single-contact measurements (48) makes the olivine axis with the highest $D$ yield values much lower than laser-flash results, whereas the axis with lowest $D$ has higher values than laser-flash results, and $D$ for the intermediate axis from both methods is similar. That long samples mix polarizations is supported by LFA data on one piece of olivine at various thicknesses. We found that at a height-to-diameter ratio, $h/d$, of 0.1, LFA provides intrinsic values of $D$, but that $D$ is elevated by 20% in thick samples, i.e., when $h/d = 0.2$ (9).

Contact-free, picosecond transient grating spectroscopy provides $D \approx 25\%$ low for olivine (Fig. 1). Values for garnet from picosecond transient grating spectroscopy seem low as well (7). Processes in addition to thermal relaxation apparently contribute to

---


---

Comparison of single-crystal garnets (7, 11) in Fig. 2 supports this trend in LFA data (Fig. 2), consistent with fine-grained ceramics at the various pressures investigated nearly parallels the extrapolation of data of Xu et al. (12) to 1 atm; open circles, triangles, and squares, oriented single-crystal olivine from LFA at 1 atm (9); heavy solid line, oriented single-crystal olivine at 8.3 GPa (11); heavy broken lines, oriented single-crystal olivine from LFA at 1 atm (9); heavy solid line, orientational average of LFA. High-P contact measurements underestimate $D$. In addition, single crystals are effected by radiative transfer at high $T$.

The rate of decay of the laser pulse. Absolute values of $D$ from optical method of Pangilinan et al. (44) are also uncertain (Fig. 2); see their discussion for details.

Conventional measurements for olivine rocks and ceramics provide $D \sim 40\%$ below LFA values (55), whereas contact results for single-crystal data are low by $\sim 25\%$ (Fig. 1). Although preferred orientation explains some of this additional discrepancy for the rocks, this does not apply to ceramics, suggesting that contact resistance existing between grains in polycrystalline samples reduces $D$ from intrinsic values.

Temperature Dependence at Pressure: Is Separation of Variables Warranted? Recent contact studies of olivine at $P$ and $T$ examined ceramics (12) and single crystals (11). At all $T$, $\partial D/\partial T$ of the ceramics at the various pressures investigated nearly parallels the trend in LFA data (Fig. 2), consistent with fine-grained ceramics suppressing radiative transfer. Below 700 K for [010] or 900 K for [100] and [001], $D$ from contact measurements of single-crystals parallels LFA results, but at higher $T$, the contact measurements of $D$ level off or slightly increase with $T$ (Fig. 2). This behavior is consistent with spurious radiative transfer increasing as $T$ increases. Comparison of single-crystal garnets (7, 11) in Fig. 2 supports this conclusion. Parallelism with LFA below 700 K indicates that the pressure response is separable from temperature effects at these low $T$ and furthermore suggests that it is valid to separate variables in theoretical models.

Do Contact Measurements Provide Absolute Values of $D$ Under Compression? Extrapolation of the data of Xu et al. (12) to 1 atm (1 atm = 101.3 kPa) provides $D$ similar to LFA of the [010] axis with the lowest $D$ value. Preferred orientation was not detected, and is not expected for their fine grain-size, so $D$ of the ceramic at 1 atm should instead nearly equal the average of the three orientations. At 1,000 K, the average of the single-crystal measurements (9) is 0.77 mm$^2$/s, and contact measurements (12) are below this by 0.20 mm$^2$/s (33%). At 400 K, the average of the single-crystal measurements is 1.69 mm$^2$/s, and the ceramics are below this by 0.61 mm$^2$/s (36%). Room temperature was not accessed at pressure, and the slope is considerably steeper near 298 K than 400 K. The data are insufficiently accurate to constrain the room temperature value through fitting, i.e., fits to $D = B_0 + B_1/T$ (Fig. 2) or $B/T^m$ (see ref. 12) have similar residuals. Based on a comparison of the measurements of olivine of Xu et al. (12) to LFA data, we suggest that their results underestimate $D$ of wadsleyite and ringwoodite by $\sim 33\%$ for $T > 400$ K and more near 298 K.

Measurements of $D(T)$ for single-crystal olivine at 8.3 GPa (11) nearly coincide with curves obtained by LFA at 1 atm (Fig. 2). On average, using the pressure dependence determined by Osako et al. (11), their $D$ values are low by $\sim 0.5$ mm$^2$/s ($\sim 30\%$). That this discrepancy is smaller than that inferred in the measurements of Xu et al. (12) may be due to use of a different contact method or to additional thermal resistance between the grains of the ceramic. For garnet, $D$ is only underestimated by 0.06 mm$^2$/s ($\sim 5\%$) compared with LFA results (7, 11). It seems that the amount of contact resistance depends on the specific experiment. This is not new: uncertainties of 20% have been associated with conventional methods (e.g., ref. 10). Apparently, compression does not remove this systematic error, and absolute values of $D$ are not provided by contact methods at pressure.

Pressure Derivatives. One concern is the accuracy to which pressure was determined, which is difficult to gauge for older studies, and there may be systematic differences between studies that use external vs. internal calibrations. A few studies are dismissed: those in which the sample cracked, which creates thermal resistance, or was porous, for which compression works to reduce porosity (see footnotes of Table 1). Such problems artificially elevate the pressure derivative. Results for fused silica and quartz (56) are omitted from analysis because these have much higher derivatives than measurements of Kieffer et al. (57), wherein the samples cracked.

Pressure can improve thermal contact, and thus the derivative of $k_{lat}$ will be incorrect if progressive compression alters the interface. Comparing data at two different elevated pressures should provide accurate derivatives, whereas comparing data at ambient and elevated pressure potentially overestimates $\partial D/\partial P$. Because $k_{lat}$ linearly depends on pressure for all materials except NaClO$_3$ and S and pressure ranges of the various experiments overlap, pressure derivatives should be unaffected by the starting pressure or range of pressures in the experiments. (Only one study exists for NaClO$_3$ and S, so comparisons cannot be made for these cases.) The compilation in Table 1 provides evidence for compaction problems at very low $P$: values for $\partial D/\partial P$ of olivine decrease rapidly as the maximum $P$ in the experiment increases. This progression is clearly not intrinsic, because it is an order of magnitude larger than theoretical predictions. Problems at very low pressure are attributed to initial compression of the thermal contacts, pore space, grain rotation, or trace interstitial phases. Our inference is supported by similar pressure derivatives being obtained from an optical method (53), and by the three very-high-pressure studies (11, 12, 58), which did not involve comparison with 1-atm measurements (Table 1). Pressure derivatives from low-$P$ studies of granular rocks are unlikely to represent intrinsic behavior for hard materials. Pressure derivatives obtained from polycrystals of olivine and NaCl appear to give higher-pressure derivatives than single crystals of the same compositions (Table 1). This difference is not correlated with porosity because the samples were well compacted, and for the case of olivine, microscopic examination was conducted. Deformation and annealing of the softer salt crystals should have removed pore space.

Studies of NaCl give $k_{lat}/\partial P$ near 30%/GPa, including early work summarized by Ross et al. (10). The derivatives of MacPher-
The grain boundaries may have an effect because the optical study of Beck and Schloessin (59) and Beck et al. (58) because their sample cracked, and on quartz by Beck et al. (58) because their sample partially converted to coesite. Thermodynamic and elastic parameters from earlier literature on NaCl because of the shear number of studies, and of the single materials were polycrystalline and measured only once. It may be that the only trustworthy pressure determinations of \( k_{\text{lat}} \) (or \( D \)) are of NaCl because of the shear number of studies, and of the single crystals and ceramics measured at very high pressure (MgO, olivine, garnet, fluorite, and pyroxene).

**Comparison of Measured Pressure Derivatives of Thermal Conductivity with Models**

Measured (Table 1) and calculated pressure derivatives are compared at 298 K in Fig. 3, ignoring the restriction of Eqs. 5 and 9 to high temperature. The fits shown are model as a function of measurements, which does not gauge predictive capabilities. Fit of the measurements as a function of the calculations (in units of %/GPa, with the intercept constrained to be zero and the negative derivatives for glass omitted) have some uncertainties because of the scatter in the data:

\[
\frac{\partial \ln k_{\text{lat}}}{\partial P} (\text{measured}) = 1.18 \frac{\partial \ln k_{\text{lat}}}{\partial P} (R = 0.93, \text{Eq. 14})
\]

\[
\frac{\partial \ln k_{\text{lat}}}{\partial P} (\text{measured}) = 1.40 \frac{\partial \ln k_{\text{lat}}}{\partial P} (R = 0.87, \text{Eq. 11})
\]

\[
\frac{\partial \ln k_{\text{lat}}}{\partial P} (\text{measured}) = 0.93 \frac{\partial \ln k_{\text{lat}}}{\partial P} (R = 0.86, \text{Eq. 9})
\]

\[
\frac{\partial \ln k_{\text{lat}}}{\partial P} (\text{measured}) = 1.75 \frac{\partial \ln k_{\text{lat}}}{\partial P} (R=0.93, \text{Eq. 5})
\]

The fitting coefficients being greater than unity is consistent with omission of lifetimes depending on \( P \). Fits to the acoustic model are not shown in Fig. 3 but are obviously poor from the above equation: this model can be dismissed on the basis of slope. The bulk sound model also has an overly large slope but reasonably fits hard solids, which are the most trustworthy measurements (those that have \( 0 < \frac{\partial \ln k_{\text{lat}}}{\partial P} < 20\% \text{GPa} \), except for NaCl, which is the long line of points in Fig. 3). Part of the mismatch may be due to using \( K = 5 \), which is not well contained for most of the alkali halides. The dimensional analysis of Dugdale and McDonald (25) reasonably matches the measurements overall if \( q = 1 \) (Fig. 3), but this overestimates \( \frac{\partial \ln k_{\text{lat}}}{\partial P} \), because of this model’s assuming a large dependence of \( \tau \) on \( P \), which is not correct. The optic model has a low amount of scatter and closely reproduces the trustworthy measurements. For the optic model, we used \( q = 0 \), which is in line with the above comparisons. Again, some older studies were omitted as concerns exist regarding the accuracy of pressure calibrations. The soft materials are of great concern, because of the variation in \( k^{-1} \ln k_{\text{lat}}/P \) among studies of NaCl and the fact that most soft materials were polycrystalline and measured only once. It may be that the only trustworthy pressure determinations of \( k_{\text{lat}} \) (or \( D \)) are of NaCl because of the shear number of studies, and of the single crystals and ceramics measured at very high pressure (MgO, olivine, garnet, fluorite, and pyroxene).
with spectroscopic data on hard materials (most frequencies linearly depend on pressure).

Fig. 3 shows that the data on the alkali halides and sulfur, which are very soft substances, are scattered about all of the models. This observation supports the above contention that deformation is a likely problem in the contact measurements of these overall soft materials.

Conclusions

Methods involving contact, commonly used in geologic science, involve systematic errors. Major problems are the presence of unwanted direct radiative transfer and resistance at contact interfaces. The laser-flash technique avoids these problems, but one drawback is that the sample size required is too large for measurement of high-pressure syntheses. Improving the accuracy and precision in determining heat transport properties requires further implementation of this and other all-optical techniques to a greater variety of minerals and high-pressure structures.

Available experimental data indicate that the P and T components of D (or of kD) can be modeled separately and recombined to provide data at mantle conditions. Acoustic models and dimensional analysis do not reproduce observed behavior of D. Pressure derivatives are readily predicted from the optic model (Eq. 14), because thermal Grüneisen parameters and bulk moduli are well known. For hard minerals, ∂lnkD/∂P is also well represented by K'/K (Eq. 11). The uncertainty in K' for many materials reduces the accuracy of prediction; however, hard materials (mantle phases) cluster near a K' of 4 (the harmonic value) and are amenable to use of Eq. 11.
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