Reply to adams: Multi-dimensional edge inference

We completely agree with adams that, in social network analysis, the particular research question should drive the definition of what constitutes a tie (1). However, we believe that even studies of inherently social phenomena, such as the spread of influence (2) or supposed “social contagions” (3), can benefit strongly from a focus on objective behavioral data (4).

For instance, the conventional wisdom is that social influence only travels along self-perceived ties. However, in truth, it remains unknown how much is being hidden from us by recency and saliency cognitive filters (5), and significant social influence may, in fact, travel across unperceived ties. Behavioral data are not prone to such filters and thus, when used properly, may shed considerable light on such important questions.

We also agree that an appropriate combination of self-reported edges and behavioral data, as suggested by adams, has the potential to address previously unanswered questions about the underlying dynamics of a group of interacting individuals. However, we urge caution in combining these very different kinds of data: a network with multiple types of edges, such as self-reported ones with those inferred by a factor analysis of behavioral data, can obscure important nuances that should be leveraged through parallel analyses rather than flattened into a single monolithic network. Indeed, there are times when it may be more appropriate to use “raw” behavioral data instead of the nonparametric output of a factor analysis. For instance, Fig. 1 shows how the self-reported friendship network compares with networks corresponding to communication, proximity on Saturday night, and travel, showing some marked differences. Understanding how behavioral data may influence, conflict with, or derive from the construction of the self-reported network is an interesting future line of inquiry.

It should, however, be possible to develop significantly better edge inference techniques by combining information at the local level of the dyad (including edge and node attributes) with information about ties elsewhere in the network. For instance, it was recently shown that the nested or hierarchical structure of entire social networks can predict missing dyadic links with high accuracy (6). Mathematically, this general approach has the form:

\[ P(x_{\text{friendship}} | y_{\text{behavior}}, \Delta T_{E,y}) \]

where \( P(x_{\text{friendship}}) \) is the probability of a friendship between \( x \) and \( y \), \( y_{\text{behavior}} \) is the local behavioral variables associated with the dyad, and \( \Delta T_{E,y} \) represents how the global topological summary statistics associated with the network would change with the addition/removal of the edge between \( x \) and \( y \).

To conclude, we point out that purely behavioral data, of course, are not a panacea, and their proper interpretation can be difficult without appropriate cognitive models. Instead, the use of behavioral data in social network analysis provides a highly complementary and very powerful tool for understanding social phenomena of all kinds (4). It also provides an objective way to identify, wrestle with, and mitigate the cognitive biases humans express, which often muddy the waters for scientific understanding of human phenomena. We strongly believe that the appropriate collection and analysis of such behavioral data have crucial roles to play in social network analysis.
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