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Fig. 6. Simulations of the core oscillator and oscillator driven loads, using
the mechanistic mass-action model described in the S/ Appendix, Sections
24-33, for initial DNA concentrations identical to those in several experi-
ments. (A, B): cf. Fig. 3 D and E. (C, D): cf. Fig. 3 / and J. (E, F): cf. Fig. 4 C
and D. (G, H): cf. Fig. 5 C and D.

of RNAP varies during the operation of the oscillator. The rate of
RNA synthesis for the first reaction turnover is generally believed
to be faster than the following turnovers (“burst phase”) (33).
After termination, T7 RNAP is assumed to be in a initiation-
incompetent conformation and has to revert to a competent state
first (“recycling”) (34). Additional degradation mechanisms such
as oxidation of Cys residues of T7 RNAP can lead to a continually
decreasing activity over time (35, 36). Apart from these effects,
we also did not consider the influence of abortive transcription,
resulting in short RNA molecules with incomplete sequences,
or unwanted interactions between RNAP and DNA tweezers
(SI Appendix, Section 19). In addition, RNase H degrades RNA
only partially, starting from the 3’ side and typically leaving a
short RNA fragment that thermally dissociates from the RNA-
DNA duplex (37). This effect is heuristically accounted for in
the model, and it turns out to be essential for capturing the dy-
namics of the system more faithfully (cf. ST Appendix, Section 24).
The build-up of short RNA waste products by the latter processes
can also be expected to influence DNA hybridization kinetics in
a complicated manner. In principle, short RNA waste products
could be removed by introduction of an additional RNase (e.g.,
RNase R). However, addition of yet another enzyme would con-
siderably increase the complexity the system.

A second major source of uncertainty in the model comes
from spurious modes of hybridization—not only those involving

Franco et al.

incompletely characterized RNA waste products, but also several
types of inevitable interactions between designed components
that we did not initially anticipate (SI Appendix, Figs. S2-S10).
The tweezers design itself exhibits some undesirable behaviors,
such as forming a subpopulation of dimers when the closing
strand is added (21) or potentially binding two closing strands
simultaneously (38).

Discussion and Conclusion

We have shown that a synthetic transcriptional oscillator can be
utilized as a “master clock” for timing a variety of biochemical
processes in vitro such as the control of a DNA nanodevice or
the production of an RNA aptamer. The oscillator is based on
a negative feedback circuit that contains two genelets producing
regulatory RNA molecules, one activating and one inhibiting spe-
cies (rAl and rl2), and three DNA species (Al, A2, dI1) that
switch the genelets and set activation/inhibition thresholds. We
attempted to couple load processes to each of these single-
stranded RNA and DNA molecules, resulting in a variety of dif-
ferent “coupling modes:” mode I (coupling to dI1), mode II and
mode MG (coupling to A1), mode III (rI2), mode IT* (A2), mode
IV (rAl). These modes differ both in their coupling efficiency
and in their influence on the oscillator dynamics itself. Efficient
coupling is achieved when the load is coupled to an oscillator spe-
cies that itself undergoes sufficiently strong oscillations, and when
the coupling kinetics are fast enough for the load to follow the
oscillations. In this respect, mode I turned out to be the best
coupling mode for our particular choice of parameters.

The most striking results of the retroactivity of the load on the
core oscillator—the change in amplitude and period of the oscil-
lations—are summarized in Fig. 7. In all coupling modes the
oscillations tend to get slower with increasing load (Fig. 74). This
behavior can be attributed to the fact that the system parameters
(without load) were initially optimized for fast oscillations.
Hence, any perturbation typically moves the oscillator away from

A 2 B 1 °
°
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e
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05 Mode MG
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100 200 300 400 500 600 700 800
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Fig. 7. Analysis of the influence of load on the oscillation amplitude and
period. (A, C): Relative period change as a function of the nominal (A)
and effective (C) load concentrations. (B, D): Relative amplitude change
as a function of the nominal (B) and effective (D) load concentrations. A
complete overview of the effects of all coupling modes is found in the
SI Appendix, Section 16.
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these optimum settings. For modes I and II the amplitude of the
oscillations decreases with increasing load, while for mode III
the amplitude increases (Fig. 7B). While mode I seems to affect
the oscillator dynamics most strongly, one has to recognize that in
this mode a larger fraction of the load is driven than in mode II
(compare also amplitudes in Fig. 3 E and J). We therefore also
plotted the period and amplitude change with respect to the “ef-
fective load”—the maximum amplitude swing induced in the
tweezers. When only the influence of the effective load is con-
sidered, modes I and II affect the oscillator similarly (Fig. 7 C
and D). One of the most important results of our work is the
implementation of an insulator genelet (mode V). The insulator
acts as an amplifier that diverts a small amount of an oscillator
species and amplifies it to drive downstream load processes. As
can be seen from Fig. 7, the insulator renders the system almost
insensitive with respect to load.

Many of the general features of our system can be understood
already on the basis of a simple theoretical model for the oscil-
lator that only accounts for the basic feedback circuit and makes
some generic assumptions about the nature of the load coupling.
For instance, this simple model shows how coupling efficiency
depends on mean value and amplitude of the oscillating species,
it predicts that the oscillatory domain of the system will shrink in
the presence of a load process, and it can be used to demonstrate
that retroactivity can be remedied by an insulator concept. Our
simple model cannot offer a quantitative description of the ex-
periments, however. A much more detailed understanding has
therefore been attempted with a mechanistic numerical model
that accounts for all major reactions occurring in the system.
Satisfyingly, this detailed model was able to semiquantitatively
reproduce all of the experimental data with a single set of phy-
sically reasonable parameters.

Nevertheless, it is interesting to note that a synthetic gene
regulatory system with only two enzymes and a handful of DNA
oligonucleotides already results in considerable complexity. Ma-
jor uncertainties originate from the enzyme-catalyzed reactions.
For instance, experimentally one has to cope with enzyme activ-
ities varying considerably from batch to batch, an issue which
is extensively discussed in the SI Appendix, while numerically it
is difficult to account for all side reactions and the accumulation
of waste products. The complexity of potential molecular inter-
actions (folding, degradation, combinatorial assembly of com-
plexes, polymerization, etc.) quickly overwhelms brute-force
attempts to design, analyze, and experimentally characterize mo-
lecular systems. Instead, combinatorial models used for nucleic
acids (39, 40) and rule-based models used for combinatorial
protein interactions (41, 42) may be necessary for formulating
detailed models with tractable numbers of experimentally mea-
surable parameters.

For synthetic biology, one would like to engineer systems that
either avoid unwanted side reactions and waste products, or that
are constructed in a robust and fault-tolerant manner. In the
case of the transcriptional oscillator, one first step towards such
robustness has here been demonstrated by the insulator circuit.
The next step would be to construct an improved system whose
behavior does not depend too sensitively on enzyme activities and
therefore provides a stable rhythm regardless of the source or age
of the enzyme batch used, or to construct an improved insulator
subcircuit that can drive dynamically changing loads.

In summary, the oscillator system under load represents one
of the first realizations of an in vitro molecular clock that is used
to drive other molecular processes. The oscillator may therefore
serve as a model system for the study of modularity, coupling of
subcircuits, and robustness in biochemical networks. In the fu-

. Winfree AT (1980) The Geometry of Biological Time (Springer-Verlag, New York, NY).
2. Atkinson MR, Savageau M, Myers J, Ninfa A (2003) Development of genetic
circuitry exhibiting toggle switch or oscillatory behavior in Escherichia coli. Cell
113:597-607.
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ture, in vitro oscillators could be used to orchestrate more diverse
downstream processes, could be modified to effect more complex
and conditional regulation (as in the cell cycle), and could be em-
bedded in artificial vesicles as part of the quest to construct an
artificial cell (12, 43).

Materials and Methods

DNA Oligonucleotides and Enzymes. DNA and RNA sequences were designed
to minimize secondary structure and unwanted cross-hybridization. Oligonu-
cleotides were purchased from IDT DNA, IBA and biomers.net . The sequences
and modifications are given in the S/ Appendix. RNase H and T7 Megashort-
script kits were purchased from Ambion/Applied Biosystems, and used for
the data presented in the main text. T7 RNA polymerase and reagents from
Epicentre were used for an additional set of experiments shown in the
SI Appendix, Section 4. Concentrations of nucleic acids were determined
by absorption measurements (Nanophotometer and Nanodrop 2000c, Ther-
mo Scientific), using sequence dependent extinction coefficients.

Sample Preparation. In order to ensure constant DNA concentrations for all
experiments, all oscillator sequences were premixed in a DNA stock solution.
To maintain constant enzyme concentration ratios, T7 RNAP and RNase H
were premixed once for each dataset. For the experiments performed at
Technische Universitat Michen (TUM), the final concentrations of the oscil-
lator strands were: T12 (120 nM), T21 (250 nM), dI1 (700 nM), A1 (250 nM), A2
(500 nM). Transcription buffer, as part of the kit, was 0.8x of the concentra-
tion suggested by the supplier. rNTPs were used at a 1.5x concentration. The
MgCl, concentration was adjusted by adding additional 15 mM to balance
with the increased rNTP concentration. For the experiments performed at
Caltech, the final concentrations of the oscillator strands were: T12 (120 nM),
T21 (250 nM), dI1 (650 nM), A1 (300 nM), A2 (550 nM) unless otherwise noted.
Transcription buffer and rNTPs were 1x of the concentration suggested
by the supplier, and the MgCl, concentration was not adjusted. Tweezers,
insulator genelets, MG aptamer genelet (TMG1) and malachite green were
added separately to each corresponding sample.

Fluorescence Measurements. All fluorescence experiments were performed on
a Horiba Jobin Yvon Fluorolog 3 system in 60 uL cuvettes. Fluorescence emis-
sion from labeled DNA strands was recorded every minute or two, depending
on the dataset. A sample temperature of 37 °C was either maintained using a
Peltier element (for single samples) or a water circulation thermostat (using
a four position sample changer). First, excitation and emission spectra were
recorded for each dye separately to check for bleed-through of any of the
dyes into another channel. For the experiments performed at TUM, the fol-
lowing excitation and emission lines were used to receive the best spectral
separation of the dyes: 515/540 nm (rhodamine green/BHQ1 labeled twee-
zers), 557/570 nm (TAMRA/lowa Black labeled SW12), 595/610 nM (Texas
Red/lowa Black labeled SW21), 630/655 nm (MG channel). The MG
signal was further processed in order to correct for excitation and emission
of Texas Red in the MG channel. A different set of dyes and accordingly
different excitation and emission spectra were used for the experiments
done at Caltech: 504/531 nm (rhodamine green/BHQ1 labeled tweezers),
549/563 nm (TYE563/lowa Black labeled SW12), 645/665 nM (TYE665/lowa
Black labeled SW21). To convert fluorescence data into concentrations, rela-
tive open/closed tweezers or off/on state switches, corresponding to the
maximum and minimum fluorescence intensity levels, were determined by
titration in the absence of enzymes; the experimental fluorescence data were
normalized with respect to these signal ratios determined off-line.

For further information on data processing and modeling, refer also to
the SI Appendix.
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