Catalogue of abrupt shifts in Intergovernmental Panel on Climate Change climate models
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Abrupt transitions of regional climate in response to the gradual rise in atmospheric greenhouse gas concentrations are notoriously difficult to foresee. However, such events could be particularly challenging in view of the capacity required for society and ecosystems to adapt to them. We present, to our knowledge, the first systematic screening of the massive climate model ensemble informing the recent Intergovernmental Panel on Climate Change report, and reveal evidence of 37 forced regional abrupt changes in the ocean, sea ice, snow cover, permafrost, and terrestrial biosphere that arise after a certain global temperature increase. Eighteen out of 37 events occur for global warming of less than 2°C, a threshold sometimes presented as a safe limit. Although most models predict one or more such events, any specific occurrence typically appears in only a few models. We find no compelling evidence for a general relation between the overall number of abrupt shifts and the level of global warming. However, we do note that abrupt changes in ocean circulation occur more often for moderate warming (less than 2°C), whereas over land they occur more often for warming larger than 2°C. Using a basic proportion test, however, we find that the number of abrupt shifts identified in Representative Concentration Pathway (RCP) 8.5 scenarios is significantly larger than in other scenarios of lower radiative forcing. This suggests the potential for a gradual trend of destabilization of the climate with respect to such shifts, due to increasing global mean temperature change.

Significance

One of the most concerning consequences of human-induced increases in atmospheric greenhouse gas concentrations is the potential for rapid regional transitions in the climate system. Yet, despite much public awareness of how “tipping points” may be crossed, little information is available as to exactly what may be expected in the coming centuries. We assess all Earth System Models underpinning the recent 5th Intergovernmental Panel on Climate Change report and systematically search for evidence of abrupt changes. We do find abrupt changes in sea ice, oceanic flows, land ice, and terrestrial ecosystem response, although with little consistency among the models. A particularly large number is projected for warming levels below 2°C. We discuss mechanisms and include methods to objectively classify abrupt climate change.
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scale of the external forcing. Here we choose a methodology consisting of three stages. Firstly, we systematically screen the CMIP5 multimodel ensemble of simulations for evidence of abrupt changes using search criteria (Methods) to make a first filtering of regions of potentially relevant abrupt events from this dataset (stage 1). These criteria are motivated by the definition of the assessment report, AR5 (4): “A large-scale change in the climate system that takes place over a few decades or less, persists (or is anticipated to persist) for at least a few decades, and causes substantial disruptions in human and natural systems.” Other definitions have emphasized the timescales of the change, e.g., 30 y (10), and rapidity in comparison with the forcing (11), which also meet our search criteria. Global maps of quantities with potential to change abruptly are expressed as (i) the mean difference between end and beginning of a simulation, (ii) the SD of the detrended time series, and (iii) the maximum absolute change within 10 y. These maps are made for all scenario runs and compared with values for the preindustrial control runs. When at least two indicators suggest locations of major change, we construct time series for area averages of at least $0.5 \times 10^6$ km$^2$ (roughly 10 by 10 degrees) and visually inspect these for abrupt shifts standing out from the internal variability (stage 2). Subsequently, we check whether the selected cases can indeed be considered examples of abrupt change applying formal classification criteria (Methods) such as the criterion that the change should be larger than 4 times the SD of the preindustrial simulation, in combination with additional statistical tests (stage 3).

We find a broad range of transitions passing our classification criteria (Fig. 1, Table 1, and SI Appendix, Table S1), which can be grouped into four categories (Table 1 and Fig. 2). They include abrupt shifts in sea ice and ocean circulation patterns as well as abrupt shifts in vegetation and the terrestrial cryosphere. Fig. 2 shows a selected example for each category. All other time series are displayed in Fig. 3. Information on the regions where the shifts occur and the results of the statistical tests used for classification are displayed in SI Appendix, Tables S2 and S3, respectively. A list of the climate models and their acronyms is provided in SI Appendix, Table S1.

Results

Category I, Type 1, Cases a, b, c, and d: Unforced Bimodal Switches in Sea Ice Cover. Sea ice abrupt changes are particularly common in climate simulations and may be explained by a relatively simple feedback between sea ice and open-ocean convection (12). In preindustrial climate, some models already simulate irregular switches between two regimes as a feature of internal variability (Fig. 2A). In four preindustrial cases, they meet the criteria for abrupt shifts, occurring as a sequence of abrupt reversals. In all four cases, these abrupt switches continue throughout the historical period and RCP scenarios, but often become weaker when the climate warms. These switches only appear in the Southern Ocean and mainly coincide with the regions of open-ocean convection, which are the main deep water formation regions in the models (13). During periods when convection brings warm water to the surface, no permanent ice cover can form, allowing cooling of surface water and favoring convection. In addition, the large formation rate of brine during freezing in areas of seasonal sea ice cover destabilizes the water column further, inhibiting the formation of sea ice. On the other hand, once the surface is covered by perennial sea ice, much less brine formation occurs, making the water column more stable, enabling the formation of more sea ice. Accordingly, open-ocean convection occurs mostly in regions featuring seasonal sea ice cover and seasonal ice-free conditions in the models (13). The dependence of sea ice cover on deep water formation also explains the long residence times of the sea ice regimes between decades and centuries, a feature which is hard to either verify or falsify given the lack of long-term observations.
Although open-ocean convection has only been observed once in the present-day Southern Ocean (14), the underlying process possibly played a more important role in preindustrial climate (15). At present, open-ocean convection occurs only in the Mediterranean, Labrador, and Greenland Seas (16). In the Southern Ocean, bottom water formation is observed on continental shelves, through the action of katabatic winds, a small-scale feature not well represented in the present generation of climate models, which instead produce Antarctic bottom water through open-ocean convection (13). However, there is an ongoing debate in the literature as to whether open-ocean convection was indeed a common process in the Weddell Sea in preindustrial times (14, 15). The hypothesis that this can occur is supported by hydrographic data (15) and satellite observations of the Weddell polynya (17), strongly suggesting that open-ocean convection did occur in the Weddell Sea for a few successive years.

**Category II, Type 2, Cases e and f: Forced Bimodal Switches in Sea Ice Cover.** Bimodal switches in sea ice cover can also be triggered by climate change, which happens in different realizations and two versions of the GISS model (Fig. 2B). Feedbacks are similar to those for type 1. In the GISS models, the switches are absent in the preindustrial and historical runs and only appear after a change in climate has occurred. They persist after that moment as a (perpetual) sequence of abrupt shifts. At present, we cannot determine whether these abrupt changes represent switches between two steady states or if, instead, they result from low-frequency oscillations of the ocean–atmosphere system (18). We discern between internal and forced variability here, because, in four models, such switches in sea ice cover occur in all simulations, including the preindustrial control runs, whereas, in two other models, they only appear after the forcing has passed a certain threshold. In these cases, sea ice must become thin enough for the feedback between open-ocean convection and sea ice to start working. Additionally, the stratification below the sea ice must be able to sustain deep convection. These latter two conditions may be satisfied only after the forcing has changed the climate state sufficiently.

**Category II, Type 3, Case g: Abrupt West Tropical Indian Oceanic Bloom.** In the RCP projections, a few model studies show that the oceanic primary productivity tends to decrease due to general stratification of the ocean (19). Instead, we found, in IPSL-CM5A-LR, in the RCP8.5 long-term scenario, a very large and abrupt change in integrated primary productivity and many other biogeochemical variables around year 2230, which reverses a few decades later. This type of abrupt change has not been described before. The shift takes place in the western tropical Indian Ocean, close to the coast of Somalia. This event features an increase in equatorial upwelling, which is due to a general increase in oceanic velocity and divergence at the equator associated with enhanced wind stress at the surface linked to changes in monsoon regime. As a consequence of this increased divergence in the equatorial area, the upwelling increases, bringing a large amount of nutrients to the surface that are then advected toward the coast of Somalia, where the bloom is maximal.

The modeled chain of events starts with wind stress changes, first impacting horizontal and vertical ocean currents, and thereafter impacting the biological activity. This chain of events is nonlinear and amplified with each step. Hence, very minor fluctuations of basin-wide surface conditions result, in IPSL-CM5A-LR, in the very abrupt change that we observe at the end of this causal chain. None of the physical variables show distinct abrupt change.

**Category III, Type 4, Cases h, i, j, k, and l: Arctic Winter Sea Ice Collapse.** Among the forced changes in sea ice, the one of largest geographical extent is the disappearance of all Arctic winter sea ice in the RCP8.5 simulations. We find five cases of such large-scale Arctic winter sea ice collapse. Abrupt winter sea ice loss was previously attributed to a different feedback mechanism (20, 21). The mechanism we propose is a different one (threshold-driven). Once sea ice becomes very thin, the fast warming and the lack of areas

---

**Table 1. Categories of abrupt changes in the CMIP5 model ensemble**

<table>
<thead>
<tr>
<th>Category</th>
<th>Type</th>
<th>Region</th>
<th>Models and scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (switch)</td>
<td>1. sea ice bimodality</td>
<td>Southern Ocean</td>
<td>BCC-CSM1-1 (all), BCC-CSM1-1-m (all), IPSL-CM5A-LR (all), GFDL-CM3 (all)</td>
</tr>
<tr>
<td>II (forced transition to switch)</td>
<td>2. sea ice bimodality</td>
<td>Southern Ocean</td>
<td>GISS-E2-H (rcp45), GISS-E2-R (rcp45, rcp85)</td>
</tr>
<tr>
<td></td>
<td>3. abrupt change in productivity</td>
<td>Indian Ocean off East Africa</td>
<td>IPSL-CM5A-LR (rcp85)</td>
</tr>
<tr>
<td>III (rapid change to new state)</td>
<td>4. winter sea ice collapse</td>
<td>Arctic Ocean</td>
<td>MPI-ESM-LR (rcp85), CSIRO-MK3-6-0 (rcp85), CNRM-CM5 (rcp85), CCSM4 (rcp85), HadGEM2-ES (rcp8.5)</td>
</tr>
<tr>
<td></td>
<td>5. abrupt sea ice decrease</td>
<td>regions of high-latitude oceans</td>
<td>CanESM2 (rcp85), CMCC-ESM (rcp85), FGOALS-G2 (rcp85), MRI-CGCM3 (all rcp)</td>
</tr>
<tr>
<td></td>
<td>6. abrupt increase in sea ice</td>
<td>region in Southern Ocean</td>
<td>MRI-CGCM3 (rcp45)</td>
</tr>
<tr>
<td></td>
<td>7. local collapse of convection</td>
<td>Labrador Sea, North Atlantic</td>
<td>GISS-E2-R (all rcp), GFDL-ESM2G (his), CESM1-CAM (rcp85), MIROC5 (rcp26), CSIRO-MK3-6-0 (rcp26)</td>
</tr>
<tr>
<td></td>
<td>8. total collapse of convection</td>
<td>North Atlantic</td>
<td>FIO-ESM (all rcp)</td>
</tr>
<tr>
<td></td>
<td>9. permafrost collapse</td>
<td>Arctic</td>
<td>HADGEM2-ES (rcp85)</td>
</tr>
<tr>
<td></td>
<td>10. abrupt snow melt</td>
<td>Tibetan Plateau</td>
<td>GISS-E2-H (rcp45, rcp85), GISS-E2-R (rcp45, rcp85)</td>
</tr>
<tr>
<td></td>
<td>11. abrupt change in vegetation</td>
<td>Eastern Sahara</td>
<td>BNU-ESM (all rcp)</td>
</tr>
<tr>
<td>IV (gradual change to new state)</td>
<td>12. boreal forest expansion</td>
<td>Arctic</td>
<td>HadGEM2-ES (rcp85)</td>
</tr>
<tr>
<td></td>
<td>13. forest dieback</td>
<td>Amazon</td>
<td>HadGEM2-ES (rcp85), IPSL-CM5A-LR (rcp85)</td>
</tr>
</tbody>
</table>

Four categories are listed by type (column 2), region (column 3), and climate model and scenario (column 4). Fig. 2 provides examples of abrupt shifts for each category.
with enhanced sea ice thickness can quickly collapse all remaining sea ice in the Arctic. This geometric mechanism does not require radiative feedbacks. Arctic winter sea ice collapse only occurs in RCP8.5 runs that are extended beyond 2100, which represents a small subset of the models. Here, we only retain those cases that meet the abrupt criteria for annual mean values. Further analysis of those cases, however, reveals that the abrupt change in Arctic sea ice cover is usually limited to winter and spring averages. The summer averaged sea ice cover decreases gradually, but a much more accelerated decline appears for winter and spring averages. This implies that for time series of year-to-year changes of a particular season or month, the changes appear faster and more abrupt than when considering annual means. When one considers yearly changes in the March–May average sea ice cover, for instance, the transition appears most abrupt in the MPI-ESM and CSIRO models (approximately a loss of 4–6 million km², i.e., a third of the Arctic Ocean, in one decade; see SI Appendix, Fig. S1). In the MIROC, HadGEM2-ES, and GFDL models, a collapse also occurs in the winter months. These sea ice collapses occur when the large area of thin ice, which re-forms each winter, suddenly fails to return when temperatures have become sufficiently warm that the freezing point is no longer realized. Several potential mechanisms to explain abrupt sea ice cover changes have been proposed: the ice albedo feedback (22), the convective cloud feedback (23), and the increased open-water formation efficiency of thin ice (24). In addition, ocean heat transport feedbacks may also play a role (25). The ice albedo feedback and cloud feedback operate with specific timing during the day. Our analysis reveals that the timing of abrupt changes differs among the models. Additional simulations with MPI-ESM confirm that the collapse is not due to albedo or cloud feedbacks in that model. Instead, the simple fact that, at a certain stage, Arctic sea ice thickness becomes thin enough everywhere, combined with the fast forcing and surface melt, is sufficient to explain the rapid area loss. Although it takes decades to melt the present-day thick multiyear sea ice (grown over multiple years), the area extent of sea ice can respond much faster to changes in temperature when sea ice becomes very thin.

Some models have considerable bias in Arctic sea ice thickness in the historical runs, but the mechanism sketched above does not favor too large or too small sea ice in the Arctic at the start of RCP scenario runs. The bias only affects the timing of abrupt change. We also note that this abrupt shift exclusively occurs in the RCP8.5 extended runs after year 2100 and after crossing a temperature threshold that is not reached in RCP2.6 and RCP4.5 scenarios (see SI Appendix, Table S1).

Category III, Type 5, Cases m, n, o, and p: Abrupt Regional Sea Ice Loss. In many models, a sudden disappearance of sea ice cover occurs in the RCP projections in parts of the Arctic, Nordic Seas, and Southern Ocean (Fig. 1). We only consider cases in which the annual mean sea ice cover changes abruptly. This type of abrupt change resembles the feedback-driven abrupt shifts in the sea ice edge found in an “aquaplanet” energy balance model (26). It is sometimes associated with changes in ocean deep convection (12). However, the geometric effect of a gradually thinning homogeneous ice cover seems sufficient to explain many of the cases. In CanESM2, sea ice disappears in the Barents Sea in one scenario, and MRI-CGCM3 shows abrupt decreases of sea ice in the Pacific and Atlantic sectors of the Southern Ocean. Based on analysis of model diagnostics, we infer that these events are associated with an increased mixed layer depth, indicating that ocean convection feedbacks likely play a role in these forced changes. Although their magnitude clearly suggests anthropogenic forcing as the main driver, internal climate variability affects the likelihood and timing of the abrupt events. The shifts therefore do not occur in
Fig. 3. Time series of all abrupt events not shown in Fig 2. All cases display annual means. Type-2 sic_GISS-E2_R_rcp45 and Type-2 sic-GISS-E2-H_rcp45 are ensemble members r2i1p3; Type-4 sic_CanESM2_rcp85 is ensemble member r5i1p1; Type_10 snw_GISS-E2-R_rcp45 is ensemble member r2i1p2; Type_10 snw_GISS-E2-R_rcp85 is ensemble member r1i1p2; all other types display time series from ensemble member r1i1p1; uswr, upward shortwave radiation; mpp, marine primary production; smc, soil moisture content.
all realizations and scenarios and have no unique global warming threshold beyond which they can be expected. Two models show a local but fast transition from perennial sea ice cover to an annually ice-free ocean: CMCC-ESM in the Barents Sea (case n), and FGOALS-g2 in the Pacific sector of the Southern Ocean (case p). Simultaneously, in those models, the annual mean absorbed shortwave radiation increases by 20 W m\(^{-2}\) and 30 W m\(^{-2}\), indicating the importance of the ice albedo feedback for these local cases.

In most cases, areas of 1 million km\(^2\) or more are suddenly exposed. The models that include an ocean biogeochemistry module show that the events of sea ice loss are generally associated with a sharp increase in productivity, most likely due to light limitation, which could also constitute an additional feedback through its impact on shortwave absorption level in the water column (27). We find no simultaneous shifts in productivity or other physical parameters outside the areas of abrupt sea ice change. Type 5 abrupt shifts also favor the RCP8.5 scenario, but often occur at lower temperature thresholds that are also reached in other less strongly forced scenarios where the same shifts do not occur.

**Category III, Type 6, Case q: Abrupt Sea Ice Increase.** In MRI-CGCM3, sea ice area increases in the Indian sector of the Southern Ocean for the RCP4.5 simulation. This corroborates the view of sea ice loss as a reversible threshold phenomenon. This type of abrupt change is governed by feedbacks similar to those for types 1 and 2. Also for this type of abrupt change, the shift is most pronounced when one considers sea ice cover averages over winter months only. In general, open-ocean convection locally prevents the formation of sea ice. In these circumstances, an increase in sea ice cover can be observed, despite the increased global warming.

**Category III, Type 7, Cases r, s, t, u, and v: Regional Convection Collapse in the North Atlantic.** In the GiSS-E2-R, CESM-CAM5, GFDL-ESM2G, MIROC5, and CSIRO-Mk3-6.0 model projections, we observe abrupt changes in the Labrador Sea. Convection in the Labrador Sea suddenly collapses after an increase in stratification in response to warming and freshening of the convective areas and associated decrease in surface density (Fig. 2C). In case of a regional convection collapse, the convective salt feedback dominates (28). Large surface sea temperature (SST), sea surface salinity (SSS), and sea ice cover variations are observed in different RCP projections, inducing large regional cooling and a modification in large-scale precipitation patterns. These changes take place during a period of less than 10 y (SI Appendix, Fig. S2A) and appear in all of the analyzed scenarios. As an example, we examine the GiSS-E2-R model for the RCP2.6 scenario. The shift in SST is more than 6 times the SD computed over the historical era, more than 12 times the historical SD for SSS, and more modest (3 times the historical SD) for the Atlantic Meridional Overturning Circulation (AMOC; SI Appendix, Fig. S2B).

The threshold for abrupt changes in SSS and SST is related to deep ocean convection, which normally occurs during winter in the Labrador Sea, but halts in the model after the threshold is passed. Large changes in vertical stratification occur before and after the abrupt shift (SI Appendix, Fig. S2B), with a far stronger stratification after the decade 2040–2049 (the density difference between the upper 500 m and the deep ocean increases from 0.15 kg m\(^{-3}\) to more than 0.45 kg m\(^{-3}\)). After that, the stratification has become too strong to be broken by winter cooling, which makes deep ocean convection no longer possible. The collapse of convective activity leads to a positive feedback via modifications in ocean circulation, causing less warm and salty Atlantic water entering the Labrador Sea. A summary of the processes involved is sketched in the SI Appendix, Fig. S2C.

When convection has ceased, a shallow halocline forms in the Labrador Sea, so that mixed layer depth decreases from a few hundred meters to around 10 m. The decrease in thickness of this upper layer then strongly reduces the heat capacity of the active layer in contact with the atmosphere. Thus, sea ice formation becomes more efficient in winter. We observe a strong increase in sea ice cover a few years after the decrease in SST sets in, and SSS changes lead SST changes by around a year (SI Appendix, Fig. S2B). This change in sea ice cover, in turn, leads to strong cooling of the atmosphere around the Labrador Sea, affecting the global atmospheric circulation. We find, in all models, a cooling in North Atlantic surface air temperature (SAT) by about 2°C and up to 3–4°C in GFDL-ESM2G. Such substantial regional changes may influence the large-scale atmospheric circulation, affecting North Atlantic storm tracks (29) or the Intertropical Convergence Zone (30, 31). Indeed, analysis of tropical precipitation shows considerable changes in all five models in response to abrupt changes in ocean convection.

**Category III, Type 8, Case w: Collapse of the AMOC.** In one instance (FIO-ESM), a gradual weakening of the AMOC, which already set in during the 20th century in the historical simulation, then induces sudden changes in air temperature and sea ice cover (see SI Appendix, Fig. S3). These changes are driven by the North Atlantic later on. A collapse of the AMOC is mainly governed by a advective salt feedback (32, 33). We find this event to be associated with indicators of decreasing stability (rising variance and autocorrelation; SI Appendix, Fig. S4) (34, 35) for SST but not for the AMOC itself, whereas, in other instances of rapid change investigated, such generic early warning signals are absent. In FIO-ESM, abrupt cooling starts in the Nordic Seas around year 2040 in all four RCP scenarios (SI Appendix, Fig. S3A). Recovery occurs around year 2050 in the RCP8.5 scenario, whereas, in the other three scenarios, the cooling stabilizes around year 2080. The RCP2.6 scenario features the largest cooling. Inspection of various physical fields and associated time series reveals the following mechanism. As the modeled 20th century progresses, the AMOC starts declining in response to global warming (SI Appendix, Fig. S3B). Until approximately year 2020, reduced heat transport balances increased radiative forcing and ocean temperature hardly change; SAT and SST show larger interannual variability from 1970 to 2020. In the other RCP scenarios, the AMOC accelerates and salinity in the area starts diminishing. After 2020, the increase in radiative forcing is no longer able to compensate for weakened advection of warm water into the area, and SST and SAT start to diminish and the related decrease in salinity accelerates. After year 2040, sea ice starts to form in the area, which was largely ice-free in the period before 2040. Ice albedo feedbacks amplify the cooling, and SST abruptly drops. Between 2040 and 2060, the amplitude of the cooling increases from 3 times the SD to 14 times the SD. SAT follows SST but, normalized with its SD, the signal is weaker, although still 8 SDs.

The AMOC effectively collapses after year 2060. As a result of the AMOC collapse, cooling in the Nordic Seas spreads westward toward other deep water formation areas, like the Labrador Sea. Increase of sea ice in the whole Atlantic sector of the Arctic causes a temperature decrease of more than 4°C in a 20°-wide latitude band (55°N–75°N), stretching from 60°W to 40°E. Between Iceland and Svalbard, a large region develops that features cooling above 10°C. South of 40°N and outside the Atlantic, global warming dominates. In the other RCP scenarios, the same mechanism operates, but stronger warming through increased radiative forcing is better able to counteract the cooling associated with the AMOC collapse. Hence the cooling weakens with stronger forcing.

**Category III, Type 9, Case A: Arctic Permafrost Collapse.** For Arctic tundra, HadGEM2-ES projects a rapid thawing of permafrost; total soil moisture content decreases quickly as the ice in the soil...
melts and moisture drains away. This type of abrupt change has not been described before. Shortly after 2100, soil water content declines abruptly, caused by a rapid decrease of ice fraction in the soil. This leaves the soil moisture, now in liquid phase, more susceptible to drought conditions in a changing climate, as it can be evaporated much more easily than frozen water. Due to the substantial latent heat flux involved in the water to ice phase transition, the presence of ice fraction has a stabilizing (dampening) effect on soil temperature and moisture storage. With less ice, however, the rest of the soil potentially warms more quickly, triggering a positive feedback in the soil water storage. To our knowledge, HADGEM2-ES is the only model that accounts explicitly for an ice fraction in the soil. Therefore, other models could not simulate this mechanism.

**Category III, Type 10, Cases 8 and C: Abrupt Tibetan Snow Melt.** We observe two cases (models GISS-E2-H and GISS-E2-R) of sudden snow melt on the Tibetan Plateau in more than half of all realizations of RCP4.5 and RCP8.5 runs with those models. Also, this type of abrupt change has not been described before. The most abrupt volume change, from an annual mean of 400 kg·m⁻² down to 50 kg·m⁻² in only 20 y, occurs in a small area at the eastern boundary of the plateau. However, a still relatively rapid decrease of snow amount during the first half of the 21st century occurs over most of the Tibetan Plateau. The snow cover fraction shows a much less pronounced decline than the volume, and is only abrupt in one realization (in the GISS-E2-H model, RCP8.5 scenario). We therefore conclude that the surface albedo feedback via the atmosphere is not the reason for the sudden snowmelt. Instead, the rising temperature drives the system into a regime where the annual mass flux balance becomes negative and snow becomes a seasonal phenomenon. Although the abruptness and magnitude of the change could be an artifact of simplifications in the model and its low resolution, in particular the coarse representation of orography, the general mechanism is well understood, and the region where the largest change is observed is in line with regional climate model simulations (36).

**Category III, Type 11, Case D: Abrupt Sahel Vegetation Changes.** Vegetation cover in the Sahel region is sensitive to any imposed climate change, or to increased water use efficiency due to the fertilization effect of elevated CO₂ concentrations. We find an abrupt decline in bare soil around year 2050 in the RCP8.5 simulation of BNU-ESM (SI Appendix, Fig. S5A). Abrupt vegetation cover change is in line with earlier conceptual models (37). However, here it only occurs locally. A transitional spike in the grass fraction follows this shift before a further rapid shift toward enhanced tree cover occurs after year 2060 (SI Appendix, Fig. S5B). These abrupt changes in vegetation composition in Africa imply Sahel greening and are likely driven by climate change (38) and the ecophysiological effects of raised atmospheric CO₂ concentrations. We note that the responsible drivers and spatial patterns of vegetation cover changes differ among models (39).

**Category IV, Type 12, Case E: Transition from Tundra to Boreal Forest.** In the extended RCP8.5 simulation (i.e., beyond year 2100) of HadGEM2-ES, vegetation cover in the Arctic above 70°N changes quickly from a mixture of bare soil and shrubs into tree cover after year 2150 (Fig. 2D). Although the timescale of forest growth is multidecadal, it is still sufficiently fast to satisfy our formal criteria for abrupt changes. This type of abrupt change is governed by feedbacks similar to those for type 11. The mechanism behind the forest northward expansion is based on increased ability of boreal trees to become more productive and to grow faster under stronger warming as simulated by the model. This mechanism is also present in the other models with dynamic vegetation representation in the land surface component, such as MPI-ESM-LR. This is reflected in the IPCC AR5 (figure 6.38 in ref. 40), although the boreal forest expansion in MPI-ESM-LR has stronger interannual variability and therefore is not as abrupt as in HadGEM2-ES. The expansion of boreal forest to the Arctic coast in Eastern Siberia during warmer summer climate in the mid-Holocene is supported by analysis of pollen data (41). There is also a positive feedback between boreal tree cover and temperature due to the snow-masking effect of forest (42), which, however, should eventually decline in a warmer climate due to shorter snow period.

**Category IV, Type 13, Cases F and G: Amazon Forest Dieback.** Amazon forest dieback remains one of the iconic potential major changes to the Earth system (43). The most significant terrestrial ecosystem changes we find are indeed for the Amazon forest. The change in vegetation is slower than a decade but still constitutes a major shift to a new regime. In two models, we find the Amazon forest dieback (HadGEM2-ES and IPSL-CM5A-LR) as a consequence of warming or reduced rainfall, impacting photosynthesis (see SI Appendix, Fig. S5 C and D). The complete dieback takes place over more than a few decades. Amazon dieback only occurs in RCP8.5 runs that are extended beyond year 2100. The dieback is particularly notable in one model with dynamic vegetation, HadGEM2-ES. Analysis of the scenario extension to year 2300 highlights how “committed” changes (for a given level of atmospheric greenhouse concentrations reached much earlier—heere, year 2100) might not manifest until a longer period after such a particular radiative forcing is realized (44). Anthropogenic land cover changes are absent in the extension of RCP8.5; hence all dynamics from 2100 to 2300 is exclusively due to natural vegetation processes. The tree cover in HadGEM2-ES experiences large changes (SI Appendix, Fig. SSC). Similar to the tree cover loss observed in earlier versions of the Hadley Centre family of climate models, it is mainly driven by a reduction in precipitation, generating a potential positive feedback between tree cover and precipitation due to reduced moisture recycling (45). The identified shifts only occur in extended RCP8.5 runs and for those two models reaching the highest temperature increase in year 2300.

**Discussion**

The catalog of abrupt shifts occurring in the CMIP5 multimodel ensemble we present is a first step toward a robust assessment of abrupt change. The catalog is model-based, and climate models have not been evaluated regarding their capability of simulating regional abrupt climate change. Such an attempt could be made if last millennium runs became part of the new CMIP6, although the presence of abrupt volcanic eruptions in the forcing might pose challenges in the evaluation. The number of abrupt shifts identified may seem surprisingly large. In the recent past, it has been claimed that current-generation climate models are largely incapable of simulating historic abrupt events (46), as the models are tuned for being too stable. We find that many types of abrupt change occur in simulations with the present-generation climate models, especially in climate change scenarios. A striking feature is that the majority of abrupt transitions occur in the ocean–sea ice system, implying that this Earth system component is more prone to abrupt change than other components. This finding is in line with studies that have highlighted the important role of sea ice for abrupt climate change in Earth’s history (47, 48). Sea ice is a plausible source of abrupt change for the following reasons: It can respond on a very short time scale (little inertia); it has very strong feedbacks, notably the ice albedo feedback; and the freezing point is a strong “binary” natural threshold (49).

Abrupt changes in terrestrial ecosystems and soils are not as pronounced in CMIP5 simulations. This could be explained in several ways. Few models calculate vegetation dynamics (i.e., changes in spatial distribution of vegetation cover in response to climate and CO₂ change), and thus the CMIP5 database only samples a subset of potential behavior. Furthermore, the dynamics of woody vegetation, such as trees or shrubs, respond
relatively slowly (decades rather than years). In addition, local biophysical feedbacks between land and atmosphere may be relatively weak compared with feedbacks involving sea ice cover and ocean convection. Lastly, heterogeneity of the land surface leads to smoothing of vegetation changes (50). In general we find no evidence of ecosystem collapses, except the case of Amazon dieback. However, ecosystem variables were often not available in the output.

Abrupt shifts due to internal variability (also occurring in preindustrial runs) are present in 11% of the models [3.9 out of 37 accounting for the fraction in each model ensemble (SI Appendix, SI Methods)]. We find three cases of sequences of reversing shifts after a certain temperature threshold is passed in the RCP scenarios (category II). In one case, a single reversing switch occurs. All other cases we identify are nonreversing shifts that occur in historical plus RCP scenario simulations. These forced shifts occur after passing a temperature threshold. Eighteen out of 37 forced abrupt shifts occur in simulations for global warming levels below 2°C (Fig. 4), a threshold often proposed as a potentially safe upper bound on global warming (6). The frequency of occurrence, that is, the fraction of abrupt events per model run, is 33% for the RCP scenarios and 53% for the RCP8.5 scenario (Methods and SI Appendix, Table S1). This result suggests that it is likely that the Earth system will experience sharp regional transitions at moderate warming, although the prediction of any particular event has a very high uncertainty.

When ranking the abrupt shifts against temperature (Fig. 5), a minimum amount of shifts occurs between 3° and 5° temperature increase, although this minimum is not statistically significant. It arises because many ocean and sea ice changes are related to shifts in open-ocean convection, which occur for relatively moderate temperature increases, whereas shifts in the terrestrial system and Arctic winter sea ice occur for much larger temperature increases. The RCP8.5 scenario shows more shifts than the RCP4.5 scenario, even in the range of temperature increases they have in common, suggesting that not only amplitude but also speed of temperature increase is destabilizing. Another caveat in ranking abrupt shifts against temperature increase is that small temperature increases are associated with more simulation years than larger temperature increases. Due to differences in the scenario selection for each model, and differences in climate sensitivity between models, the temperature space in CMIP5 is not well sampled, preventing further statistical analysis of the relation between abrupt events and global temperature change. No type of abrupt shifts occurs in all models. Many of them occur by chance; that is, they depend sensitively on details in the simulated climate state, including natural variability. Some depend on model (bio)physics, (oversimplified) parameterizations, or thresholds not being reached in other model simulations.

Most abrupt shifts found in our analysis have been previously identified and possible mechanisms proposed, although often using simplified models (4). Exceptions include abrupt change in the marine productivity (case g) and permafrost thaw and snow melt (cases A, B, and C). Permafrost carbon release (51) and methane hydrates release (52) were not expected in CMIP5 simulations, because of missing biogeochemical components in those models capable of simulating such changes. Proposed abrupt changes in monsoon circulation (53) and in long-term droughts (54) were not found, possibly due to limitations of our method focusing on annual mean data. Boreal forest dieback at the southern forest border (2) was not found; however, we identified an example of boreal forest expansion to tundra (case E) expected in a warmer climate. This abrupt expansion is linked to the permafrost collapse in high-latitude regions, as its thaw allows shrubs and trees to develop roots in deeper soil layers. Although, in the CMIP5 experiments, permafrost and vegetation were not interacting, this is an example of a possible cascade of abrupt changes as a shift in one climate subsystem (cryosphere) subsequently causes abrupt changes in another domain (vegetation).

The character, timing, and location of abrupt events we detect are model-specific, illustrating the uncertainty associated with predicting particular events. Sometimes, simpler or older non-CMIP5 models suggest tipping points that disappear in more-complex versions (55). Alternatively, CMIP5 models could underestimate the likelihood of abrupt shifts. For instance, there is some reluctance to upload simulations to the CMIP5 database, that contain large abrupt changes [e.g., a collapse of the AMOC (56)], representing a behavior not observed in the
search for unforced abrupt events that are part of the system's natural variability.

The emphasis of our study is on geographical (i.e., latitude and longitude) 2D, annual mean fields. These are, for the ocean: sea ice cover, SST, SSS, and AMOC, for the atmosphere: 2-m-height temperature, sea level pressure, and precipitation; for vegetation: tree fraction, grass fraction, and leaf area index; for the soil: soil moisture (not routinely) and gross primary production; for radiation: surface albedo (not routinely) and upward and downward solar radiation; and for ocean biogeochemistry: surface CO₂ partial pressure, surface sea air CO₂ partial pressure difference, carbon sinking flux of particulate matter, total downward CO₂ flux, and primary productivity.

Where our search criteria suggested locations of major change, we constructed time series for area averages and visually inspected these for potentially abrupt shifts standing out from the internal variability.

Methods

Search Criteria. To systematically scan all available CMIP5 data for abrupt events, we calculated three different quantities from the annual mean time series at each grid cell: (i) the mean difference averaged over 10 y between the end and beginning of a simulation; (ii) the SD of the 10-y running mean of the time series; and (iii) the maximum absolute change occurring within 10 y in the 10-y running mean of the time series.

For every model simulation and variable under investigation, we constructed global maps of these three quantities and identified potential areas of abrupt change by eye as regional maxima on the maps. Different phenomena cause different signals on the maps. Fluctuations between two regimes do not necessarily obey the 4σ criterion and have a signal in quantities 2 and 3. Singular collapses can be seen in all three quantities; very large but gradual changes are covered by quantities 1 and 2, but not necessarily by quantity 3.

The search criteria are sensitive to abrupt change, demonstrated by using a Gaussian white noise process as an example, as evidenced in SI Appendix, Fig. S6. The process has a SD of unity, and its mean is linearly increasing in time, apart from one abrupt step change. For different sizes of this step change, we generated 100 realizations of time series and obtained a sampling distribution for each indicator of abrupt change (difference, SD, and maximum absolute change). The indicator increases with increasing step size and becomes more robust when the step change emerges from the noise.

We also compared our results to the properties of the preindustrial control simulations (piControl) (the red time series in SI Appendix, Fig. S6A). This allowed us to distinguish prominent features of internal variability from forced transitions and to detect cases where an indicator of abrupt change is not larger in a particular region than elsewhere, but is much larger than in piControl. The search criteria were also applied to the piControl runs to

Classification Criteria. The cases that emerged from the search procedure as potentially interesting were subsequently scrutinized more closely with respect to three quantitative criteria. Our next step consisted of ensuring that, for forced abrupt shifts (categories II, III, and IV), the maximum 10-y change in an RCP scenario was exceeding 4 SDs in the annual mean time series of the preindustrial control runs. All category II and III shifts, as well as the slower changes of category IV, are required to fulfill this criterion. This first classification criterion ensures that the magnitude of shifts we identified is very large relative to preindustrial variability.

As a second criterion for classification, we applied two nonparametric tests to determine whether the unfolding problems of the climate system model. For every model simulation and variable under investigation, we constructed global maps of these three quantities and identified potential areas of abrupt change by eye as regional maxima on the maps. Different phenomena cause different signals on the maps. Fluctuations between two regimes do not necessarily obey the 4σ criterion and have a signal in quantities 2 and 3. Singular collapses can be seen in all three quantities; very large but gradual changes are covered by quantities 1 and 2, but not necessarily by quantity 3.

The search criteria are sensitive to abrupt change, demonstrated by using a Gaussian white noise process as an example, as evidenced in SI Appendix, Fig. S6. The process has a SD of unity, and its mean is linearly increasing in time, apart from one abrupt step change. For different sizes of this step change, we generated 100 realizations of time series and obtained a sampling distribution for each indicator of abrupt change (difference, SD, and maximum absolute change). The indicator increases with increasing step size and becomes more robust when the step change emerges from the noise.

We also compared our results to the properties of the preindustrial control simulations (piControl) (the red time series in SI Appendix, Fig. S6A). This allowed us to distinguish prominent features of internal variability from forced transitions and to detect cases where an indicator of abrupt change is not larger in a particular region than elsewhere, but is much larger than in piControl. The search criteria were also applied to the piControl runs to
