Mechanisms of backtrack recovery by RNA polymerases I and II
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During DNA transcription, RNA polymerases often adopt inactive backtracked states. Recovery from backtracks can occur by 1D diffusion or cleavage of backtracked RNA, but how polymerases make this choice is unknown. Here, we use single-molecule optical tweezers experiments and stochastic theory to show that the choice of a backtrack recovery mechanism is determined by a kinetic competition between 1D diffusion and RNA cleavage. Notably, RNA polymerase I (Pol I) and Pol II recover from shallow backtracks by 1D diffusion, use RNA cleavage to recover from intermediate depths, and are unable to recover from extensive backtracks. Furthermore, Pol I and Pol II use distinct mechanisms to avoid nonrecoverable backtracking. Pol I is protected by its subunit A12.2, which decreases the rate of 1D diffusion and enables transcript cleavage up to 20 nt. In contrast, Pol II is fully protected through association with the cleavage stimulatory factor TFIIS, which enables rapid recovery from any depth by RNA cleavage. Taken together, we identify distinct backtrack recovery strategies of Pol I and Pol II, shedding light on the evolution of cellular functions of these key enzymes.
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Transcription in eukaryotes is catalyzed by three different RNA polymerases (Pol): Pol I, Pol II, and Pol III. These three enzymes share a common core and a highly conserved active site, but they vary in the number of subunits as well as the type of RNA that they produce (1). Pol I mainly produces ribosomal RNA (rRNA), Pol II makes messenger RNA (mRNA), and Pol III synthesizes mostly transfer RNA. Despite extensive research, many aspects of the micromechanical dynamics of transcription in eukaryotic polymerases remain unclear. During elongation, the polymerases move stepwise along a DNA template and produce complementary RNA. However, transcription elongation is not continuous, and it is often interrupted by polymerase backtracking, a reverse movement of RNA polymerase on the DNA template. This movement results in displacement of the RNA 3′ end from the active site and renders the enzyme transcriptionally inactive (2–6). Restarting transcription requires realigning the 3′ end of the RNA with the active site. The realignment can be achieved by either 1D diffusion of the enzyme along DNA (7–11) or endonucleolytic cleavage of the backtracked RNA (12–14) to generate a new 3′ end aligned with the active site. Importantly, eukaryotic RNA polymerases, Pol I and Pol II, differ in their RNA cleavage activities. Whereas Pol I has a strong cleavage activity that depends on the C-terminal domain of its subunit A12.2 (12, 15), Pol II has a weak intrinsic cleavage activity that requires its subunit Rpb9 and is strongly enhanced by the transcription factor TFIIS (16, 17). Although 1D diffusion and RNA cleavage have been identified as mechanisms of backtrack recovery, it is not clear how the polymerases choose between these two different backtrack recovery strategies. Here, we used single-molecule optical tweezers to characterize transcription elongation and backtrack recovery dynamics of yeast Pol I and Pol II. We found that Pol I transcribes faster than Pol II and pauses less often. Furthermore, Pol I is more efficient in backtrack recovery than Pol II, because it recovers from deeper backtracks and in a shorter amount of time. Both enzymes fail to recover from deep backtracks, and only Pol II in the presence of TFIIS recovers from backtracks of any depth. Using stochastic modeling, we quantitatively describe the dynamics of RNA polymerase backtrack recovery and extract rates of 1D diffusion and intrinsic cleavage of Pol I and Pol II. Together, our results indicate that the choice of backtrack recovery mechanism of these enzymes is determined by a kinetic competition between 1D diffusion and RNA cleavage.

Results

Pol I Is Faster than Pol II and Pauses Less Often. We first characterized the general transcription dynamics of individual Pol I and Pol II enzymes using high-resolution dual-trap optical tweezers (Fig. 1A) (18). We measured elongation dynamics and found that the mean elongation rate of Pol I is comparable with bulk values (19–21) and higher than the Pol II elongation rate [assisting force (AF): 32.2 ± 2.5 vs. 18.7 ± 2.7 nt/s, respectively; errors are SEMs throughout unless noted otherwise] (Materials and Methods and Table S1). The pause-free velocity is also higher for Pol I than for Pol II (AF: 39.2 ± 2.6 vs. 24.6 ± 2.6 nt/s, respectively) (Fig. 1C and Table S1). The same trend was observed in opposing force (OF) (Fig. 1C and Table S1), although velocities were generally lower, as reported previously for Pol II transcription in eukaryotes is catalyzed by three different RNA polymerases (Pol): Pol I, Pol II, and Pol III. These three enzymes share a common core and a highly conserved active site, but they vary in the number of subunits as well as the type of RNA that they produce (1). Pol I mainly produces ribosomal RNA (rRNA), Pol II makes messenger RNA (mRNA), and Pol III synthesizes mostly transfer RNA. Despite extensive research, many aspects of the micromechanical dynamics of transcription in eukaryotic polymerases remain unclear. During elongation, the polymerases move stepwise along a DNA template and produce complementary RNA. However, transcription elongation is not continuous, and it is often interrupted by polymerase backtracking, a reverse movement of RNA polymerase on the DNA template. This movement results in displacement of the RNA 3′ end from the active site and renders the enzyme transcriptionally inactive (2–6). Restarting transcription requires realigning the 3′ end of the RNA with the active site. The realignment can be achieved by either 1D diffusion of the enzyme along DNA (7–11) or endonucleolytic cleavage of the backtracked RNA (12–14) to generate a new 3′ end aligned with the active site. Importantly, eukaryotic RNA polymerases, Pol I and Pol II, differ in their RNA cleavage activities. Whereas Pol I has a strong cleavage activity that depends on the C-terminal domain of its subunit A12.2 (12, 15), Pol II has a weak intrinsic cleavage activity that requires its subunit Rpb9 and is strongly enhanced by the transcription factor TFIIS (16, 17). Although 1D diffusion and RNA cleavage have been identified as mechanisms of backtrack recovery, it is not clear how the polymerases choose between these two different backtrack recovery strategies. Here, we used single-molecule optical tweezers to characterize transcription elongation and backtrack recovery dynamics of yeast Pol I and Pol II. We found that Pol I transcribes faster than Pol II and pauses less often. Furthermore, Pol I is more efficient in backtrack recovery than Pol II, because it recovers from deeper backtracks and in a shorter amount of time. Both enzymes fail to recover from deep backtracks, and only Pol II in the presence of TFIIS recovers from backtracks of any depth. Using stochastic modeling, we quantitatively describe the dynamics of RNA polymerase backtrack recovery and extract rates of 1D diffusion and intrinsic cleavage of Pol I and Pol II. Together, our results indicate that the choice of backtrack recovery mechanism of these enzymes is determined by a kinetic competition between 1D diffusion and RNA cleavage.

Results

Pol I Is Faster than Pol II and Pauses Less Often. We first characterized the general transcription dynamics of individual Pol I and Pol II enzymes using high-resolution dual-trap optical tweezers (Fig. 1A) (18). We measured elongation dynamics and found that the mean elongation rate of Pol I is comparable with bulk values (19–21) and higher than the Pol II elongation rate [assisting force (AF): 32.2 ± 2.5 vs. 18.7 ± 2.7 nt/s, respectively; errors are SEMs throughout unless noted otherwise] (Materials and Methods and Table S1). The pause-free velocity is also higher for Pol I than for Pol II (AF: 39.2 ± 2.6 vs. 24.6 ± 2.6 nt/s, respectively) (Fig. 1C and Table S1). The same trend was observed in opposing force (OF) (Fig. 1C and Table S1), although velocities were generally lower, as reported previously for Pol II
(10, 22). Furthermore, Pol I arrested at higher OFs than Pol II (9.3 ± 0.5 pN compared with 6.2 ± 0.6 pN) (Fig. 1D). In summary, Pol I transcribed the same DNA template ~1.5 times faster, generally consistent with the presence of Pol I-specific subunits A12.2 and A49/A34.5 that stimulate overall elongation (10, 22). Furthermore, Pol I arrested at higher OFs than Pol II (9.3 ± 0.5 pN compared with 6.2 ± 0.6 pN) (Fig. 1D). In summary, Pol I transcribed the same DNA template ~1.5 times faster, generally consistent with the presence of Pol I-specific subunits A12.2 and A49/A34.5 that stimulate overall elongation (10, 22).

Elongation was interspersed with pauses (Fig. 1B), which was observed previously for Pol II (7, 23–25), prompting us to analyze pause densities and pause durations (Materials and Methods, Fig. 1 E and F, and Table S1). In AF, Pol I paused less often than Pol II (pause density of 3.8 ± 0.6 kbp−1 compared with 8.5 ± 2.6 kbp−1, respectively; P = 0.04; Wilcoxon rank sum test (WRST)) (Fig. 1E). In contrast, mean pause durations were similar for both enzymes (Fig. 1F and Table S1) (P = 0.37, WRST), which is surprising given the stronger intrinsic transcript cleavage activity of Pol I (12). Similar trends were observed in OF (Fig. 1 E and F and Table S1). Taken together, Pol I pauses less often than Pol II, but pause durations are, on average, the same.

**Backtrack Recovery of Pol I and Pol II.** Intrigued by the lack of difference of mean pause durations between Pol I and Pol II, we sought to analyze backtracking characteristics of the enzymes. Specifically, we investigated if the backtrack recovery depends on how many nucleotides the polymerase had backtracked, which we define as the backtrack depth. We recorded individual transcribing polymerases until they entered a backtrack and then, rapidly reduced the force to a low value to assay if they are able to recover and resume elongation at low force (modified from the work in ref. 26) (Materials and Methods, Fig. 24, and Figs. S1 and S2). Enzymes were declared unrecovered if they did not resume elongation within 5 min at low force (Materials and Methods). In this way, we assay recovery of the enzymes from the long-lived and backtracked pauses as a function of backtracking distance (Materials and Methods). Notably, our results show that backtrack recovery depended on how far the polymerase had backtracked before force reduction. Both Pol I and Pol II recovered from shallow backtracks but failed to recover from deep backtracks beyond ~20 nt for Pol I and only ~10 nt for Pol II (Fig. 2 C and D and Fig. S3 A and B). Furthermore, the average backtrack recovery time was different: Pol I resumed elongation after a mean time of 38.5 ± 17.5 s, whereas
Pol II took 68.4 ± 17.1 s to recover after force reduction (Fig. S4) (P ≤ 0.04; WRST). These results show that Pol I recovered faster and from deeper backtracks than Pol II, and surprisingly, they show that, despite the fact that both enzymes possess an intrinsic cleavage activity (12, 15), they fail to recover from backtracks beyond a critical depth.

To quantitatively describe these backtrack recovery behaviors, we modified previous theoretical models that describe polymerase backtracking as a stochastic process, where the polymerase can recover by 1D diffusion and RNA cleavage (8, 10, 11, 27, 28) (SI Text). In the model, the polymerase undergoes unbound 1D diffusion between adjacent states with a hopping rate $k$ until it either realigns the RNA 3' end or cleaves the RNA with a cleavage rate $k_c$. Note that, for sequences that can form RNA secondary structures and for large external forces, diffusion in the backtrackable state will be biased (29, 30). However, given the absence of stable RNA secondary structure in the sequence that we used (Materials and Methods) and the low forces that we applied (less than 2 pN on average), we assume equal forward and backward hopping rates during backtracking. Furthermore, to account for the observed inability to recover from deep backtracks, we set the cleavage rate $k_c$ to zero for backtrack depths greater than or equal to the critical backtrack depth $\lambda$ (Fig. 2B). Note that this model does not preclude more complex mechanisms, where, for example, the cleavage rate $k_c$ reduces gradually over a few base pairs. Such models, however, introduce additional parameters that may not be unambiguously determined with our data.

To determine the rates of 1D diffusion and intrinsic RNA cleavage and the critical backtrack depth, $\lambda$, of both enzymes, we fitted the data in Fig. 2 C and D to our model (Materials and Methods and SI Text). We found that the critical backtrack depth, $\lambda$, for Pol I cleavage activity was twice the critical backtrack depth of Pol II (20 ± 2 and 10 ± 2 nt, respectively) (Fig. 2 C and D). Notably, the RNA cleavage rate of Pol I was higher than that of Pol II, corresponding to faster cleavage times for Pol I compared with those for Pol II ($\tau_\text{Pol I} = 52.6 ± 8.3$ s and $\tau_\text{Pol II} = 83.3 ± 20.8$ s, respectively) (Table S2). Furthermore, Pol II had a slightly higher diffusion rate than Pol I (0.54 ± 0.17 and 0.21 ± 0.13 s$^{-1}$, respectively) (Table S2). These results confirm that Pol I has a stronger intrinsic cleavage mechanism than Pol II.

Using extracted parameters ($k$, $k_c$, and $\lambda$), we predicted from the model the probability to recover by either diffusion or cleavage reaction within a finite time interval of 5 min (Fig. 3 and SI Text). Our data show that both enzymes recover mostly by diffusion for shallow backtracks (up to ~3 nt for Pol I and up to ~7 nt for Pol II) and mostly by cleavage for intermediate backtrack depths. Although for Pol II, there is an almost equal probability to recover by diffusion or cleavage from intermediary backtrack depths, Pol I recovers almost entirely by cleavage from the same backtrack depths. Therefore, the recovery probability of Pol I is dominated by intrinsic cleavage at intermediary deep backtracks, whereas there is a nearly equal contribution of diffusion and cleavage for Pol II. For very deep backtracks (>50 nt), the probability to recover by either cleavage or diffusion is negligible. Notably, these results are in good agreement with previous work that reported weak intrinsic cleavage activity of Pol II (15). In fact, our Pol II backtrack recovery data can be fitted equally well with a model that considers only a diffusion process, whereas Pol I data cannot (Fig. S5). We conclude that intrinsic transcript cleavage is the central mechanism for backtrack recovery from intermediate backtrack depths for Pol I.

**Backtrack Recovery of Pol I A12.2α C and Pol II $\Delta$ Rpb9.** It was shown that intrinsic transcript cleavage of Pol I and Pol II requires the C terminus of the A12.2α subunit and the Rpb9 subunit, respectively (12, 15). To test the contribution of the intrinsic cleavage to the total backtrack recovery efficiency of Pol I and Pol II, we performed force reduction experiments with Pol I and Pol II variants lacking these domains and subunits: Pol I A12.2Δ C and Pol II $\Delta$ Rpb9 (Fig. 2 E and F and Fig. S3 C and D). These enzymes can recover only by diffusion from all backtrack depths. Force reduction experiments showed that Pol I A12.2Δ C and Pol II $\Delta$ Rpb9 also recovered from shallow but not deep backtracks. To extract diffusion rates, we fitted the data to the model, considering a case where there is no cleavage ($k_c = 0$). We found that the diffusion rate of Pol I A12.2Δ C is higher than that for the complete Pol I enzyme ($k = 1.16 ± 0.26$ s$^{-1}$ compared with $k = 0.21 ± 0.13$ s$^{-1}$) (Tables S2 and S3), whereas the diffusion rate of Pol II $\Delta$ Rpb9 was not significantly different from that of Pol II. We were unable to fit the data equally well with a model that considers only a cleavage process, whereas Pol I data cannot (Fig. S5).

**Backtrack Recovery of Pol II with TFIIIS.** The backtrack recovery of Pol II may be enhanced by TFIIIS (Fig. S6) (7, 11, 26, 31). To test this finding with our assay, we performed Pol II force reduction experiments in the presence of 600 nM TFIIIS. Indeed, Pol II recovered very rapidly with TFIIIS (mean backtrack recovery time of 8.9 ± 3.6 s) (Fig. S4) and from essentially any backtrack depth, including ones deeper than 100 nt (Fig. 4A). When TFIIIS was added only after backtracked Pol II had not recovered for 5 min (Materials and Methods, Fig. 4B, Upper, and Fig. S7), the polymerases still restarted elongation, regardless of backtrack depth (Fig. 4B, Lower), within a mean recovery time of 20.6 ± 10.6 s. These results reveal that TFIIIS enables rapid backtrack recovery, even when associating with an already backtracked Pol II, and show that rapid recovery takes place independently of backtracked depth.

**Mean Recovery Time Analysis.** Recovery by 1D diffusion should take longer for deeper starting depths, and therefore, we next investigated how backtrack recovery time depends on the backtrack depth. To compare recovery times measured as a function of starting depth (Fig. 5) with our theoretical predictions, we performed numerical simulations using the parameters that we had obtained from fitting the data in Fig. 2 ($k$, $k_c$, and $\lambda$ for Pol I and Pol II). Our direct theoretical predictions obtained without...
any additional fitting follow the general trend expected from theory for both Pol I and Pol II (Fig. 5). Discrepancies between theory and experiment are visible, and we expect a larger dataset that better probes the regime of overall low backtrack recovery probability to provide a better agreement. However, as expected, we do observe a qualitatively different behavior between the complete enzymes and the respective mutants (Materials and Methods, Fig. 5, and Fig. S8).

For Pol II with TFIIS, the backtrack recovery time increased with increasing backtrack depth until a certain value, beyond which it saturated (Fig. 5 and Fig. S9). Because Pol II with TFIIS recovered from arbitrarily deep backtracks (Fig. 4A), we consider that backtrack depth \( \lambda = \infty \). For this specific case, we derived an analytical expression for the mean recovery time as a function of the backtrack depth (SI Text). By fitting this expression to the data, we obtained diffusion and cleavage rates of Pol II with TFIIS. Our data reveal that the cleavage rate of Pol II with TFIIS was higher than the one of both Pol II and Pol I, corresponding to a very fast cleavage time \( \tau_c \approx 13.2 \pm 1.6 \) s (Fig. 5 and Table S2). In summary, our data show that TFIIS-facilitated cleavage is the most efficient cleavage mechanism that we observed.

Discussion

Here, we have performed single-molecule characterization of Pol I transcription dynamics. Our data reveal a faster elongation rate of Pol I over Pol II. This finding can likely be explained by the presence of an additional subcomplex, A49/A34.5, which is homologous to the Pol II transcription factor TFIIF and stimulates elongation, therefore functioning as an inbuilt transcription factor (12, 32, 33). Furthermore, we quantify rates of intrinsic cleavage of Pol I and Pol II. Consistent with previous reports, we show that Pol I has a faster intrinsic cleavage activity than Pol II (12, 15). Together, the fast elongation rate and an efficient backtrack recovery mechanism of Pol I ensure efficient production and proofreading of its rRNA product (34).

Our results suggest that intrinsic cleavage activities of both Pol I and Pol II are active only until a critical backtrack depth. This failure of the intrinsic cleavage reaction at deep backtracks might be caused by extensive interactions between long backtracked RNAs and the enzymes (5, 6). During backtracking, the RNA is extruded from the active site and into the pore and funnel of Pol II, where it binds an RNA backtrack site (4, 6, 35). Strong interactions between long backtracked RNA and the backtrack site hinder forward elongation and slow down cleavage, eventually arresting Pol II (5, 6). In contrast, in the Pol I pore, the RNA backtrack site is masked by the A12.2 C-terminal domain or may not even exist, which would explain the ability of Pol I to recover from longer backtracks than Pol II, although eventually, it also fails to recover (32). Only Pol II complemented with TFIIS can recover from any backtrack depth, consistent with structural observations that TFIIS weakens the Pol II interactions with the backtracked RNA by competing for binding to the backtrack site (6). A crystal structure of Pol II and Pol I with longer backtracked RNA would help to characterize these backtracked RNA–RNA polymerase interactions that might serve to resist cleavage and would allow one to assess whether they could also influence the backtrack hopping rates.

Notably, the C-terminal domain of subunit A12.2 decreases the diffusion rate of the complete Pol I enzyme. This result is in good agreement with structural findings that show that the loss of the A12.2 C-terminal domain liberates the pore beneath the active site of Pol I and thus, likely facilitates 1D diffusion of the enzyme along the DNA (32). Therefore, by slowing down diffusion during pausing, the A12.2 C-terminal domain possibly prevents large-scale backtracking of densely packed Pol I enzymes on the rRNA template, thereby preventing transcription “traffic jams” (34). Furthermore, our results suggest that the diffusion rate of Pol II is increased in the presence of TFIIS. This finding might be explained by weaker interactions between the Pol II and the backtracked RNA in the presence of TFIIS (see above) (6). Notably, a higher diffusion rate of Pol II with TFIIS is also seen in transcription traces, where Pol II appears to backtrack more rapidly (with a faster drift speed) in the presence of TFIIS than without it (Fig. S6) (7).

To summarize, we provide a quantitative comparison of both elongation and backtrack dynamics of Pol I and Pol II at the single-molecule level, and we identify key differences in backtrack recovery strategies of these enzymes. We present a
minimal model of polymerase backtrack recovery, implicating that the choice of the recovery mechanism is determined by a kinetic competition of 1D diffusion and intrinsic cleavage. For shallow backtrack depths, the polymers most likely recover by diffusion, whereas for intermediate backtracks, there is a higher probability of recovery by transcript cleavage. Notably, we find that transcript cleavage cannot take place beyond a critical backtrack depth, and this depth is twice as large for Pol I than for Pol II.

Thus, our data suggest that Pol I performs fast elongation combined with a strong and far-reaching intrinsic backtrack recovery mechanism. This ability may prevent transcription arrest in dividing and rapidly growing cells with a high demand for protein, where dozens of Pol I enzymes trail along the DNA to produce large quantities of rRNA (34, 36). In contrast, Pol II does not have a strong RNA cleavage activity, compromising its backtrack recovery ability. However, the failure of Pol II to recover fast from backtracks may be used to stably stain the enzyme in a backtracked position and rapidly reactivate it by association with TFIIS, which leads to the most efficient backtrack recovery test performed here. We speculate that such “regulated backtrack recovery” of Pol II may facilitate mechanisms that are not relevant for Pol I, such as promoter-proximal pausing and release of Pol II (37) and pausing-controlled cotranscriptional pre-mRNA splicing (38, 39).

Materials and Methods

Generating Transcription Elongation Complexes. Pol I, Pol II, and Pol II Δ Rpb9 (all purified from Saccharomyces cerevisiae) as well as transcription factor TFIIS were prepared as previously described (4, 15, 32, 40). Pol II and Pol II Δ Rpb9 were subsequently biotinylated on the Rpb3 subunit as previously described (41). The Pol I A12.2A C strain was created by genomic deletion of residues 75–125 in the previously described S. cerevisiae CB010 strain carrying an FLA10 histidine tag on the C-terminal domain of subunit A190 (22). Purification of Pol I from this strain was performed as described for the complete enzyme (32) but excluding the final gel filtration step. Transcription elongation complexes (TECs) were formed with a stepwise assembly protocol (40, 42). Briefly, polymers were incubated with a hybrid of RNA and template ssDNA strand following the addition of a nontemplate ssDNA strand. TECs were subsequently ligated to an ∼5-kb downstream dsDNA template (for OF mode experiments) or an ∼2-kb upstream and ∼1-kb downstream dsDNA template (for AF mode experiments). In Pol I preparations, the downstream dsDNA template was labeled with a biotin, whereas in Pol II preparations, it was labeled with a digoxigenin. All dsDNA templates were PCR products from plasmid pE2G that were chosen because of its pseudorandom sequence: a fairly uniform GC content (54%) that leads to the most efficient backtrack recovery tested here. We find that transcript cleavage is not have a strong RNA cleavage activity, compromising its backtrack recovery ability. However, the failure of Pol II to recover fast from backtracks may be used to stably stain the enzyme in a backtracked position and rapidly reactivate it by association with TFIIS, which leads to the most efficient backtrack recovery tested here. We speculate that such “regulated backtrack recovery” of Pol II may facilitate mechanisms that are not relevant for Pol I, such as promoter-proximal pausing and release of Pol II (37) and pausing-controlled cotranscriptional pre-mRNA splicing (38, 39).

Materials and Methods

Generating Transcription Elongation Complexes. Pol I, Pol II, and Pol II Δ Rpb9 (all purified from Saccharomyces cerevisiae) as well as transcription factor TFIIS were prepared as previously described (4, 15, 32, 40). Pol II and Pol II Δ Rpb9 were subsequently biotinylated on the Rpb3 subunit as previously described (41). The Pol I A12.2A C strain was created by genomic deletion of residues 75–125 in the previously described S. cerevisiae CB010 strain carrying an FLA10 histidine tag on the C-terminal domain of subunit A190 (22). Purification of Pol I from this strain was performed as described for the complete enzyme (32) but excluding the final gel filtration step. Transcription elongation complexes (TECs) were formed with a stepwise assembly protocol (40, 42). Briefly, polymers were incubated with a hybrid of RNA and template ssDNA strand following the addition of a nontemplate ssDNA strand. TECs were subsequently ligated to an ∼5-kb downstream dsDNA template (for OF mode experiments) or an ∼2-kb upstream and ∼1-kb downstream dsDNA template (for AF mode experiments). In Pol I preparations, the downstream dsDNA template was labeled with a biotin, whereas in Pol II preparations, it was labeled with a digoxigenin. All dsDNA templates were PCR products from plasmid pE2G that were chosen because of its pseudorandom sequence: a fairly uniform GC content (54%) that leads to the most efficient backtrack recovery tested here. We find that transcript cleavage is not have a strong RNA cleavage activity, compromising its backtrack recovery ability. However, the failure of Pol II to recover fast from backtracks may be used to stably stain the enzyme in a backtracked position and rapidly reactivate it by association with TFIIS, which leads to the most efficient backtrack recovery tested here. We speculate that such “regulated backtrack recovery” of Pol II may facilitate mechanisms that are not relevant for Pol I, such as promoter-proximal pausing and release of Pol II (37) and pausing-controlled cotranscriptional pre-mRNA splicing (38, 39).

Single-Molecule Optical Tweezers Transcription Assay. Before optical tweezers experiments, TECs were bound to functionalized beads; 10X Histidine-labeled Pol I and Pol I A12.2A C elongation complexes were bound to Ni2+-NTA (nickel-nitrilotriacetic acid)-coated beads (2-μm diameter), whereas biotinylated Pol II and Pol II Δ Rpb9 complexes were bound to streptavidin beads (2.1-μm diameter). Optical tweezers single-molecule transcription experiments were performed as previously described (7, 9, 10, 18, 43). In Pol I and Pol I A12.2A C experiments, a DNA tether was formed between a biotinylated polymerase attached to a streptavidin bead and a digoxigenin-labeled downstream DNA to a streptavidin bead. In Pol II and Pol II Δ Rpb9 experiments, tethers were formed between a biotin-labeled polymerase attached to a streptavidin bead and a digoxigenin-labeled downstream DNA attached to an antidigoxigenin-coated bead (2.1-μm diameter) as previously described (7). All experiments were performed with 1 mM NTP in transcription buffer [20 mM Hepes (pH 7.6 at 20° C), 60 mM (NH4)2SO4, 8 mM MgOx, 10 mM ZnCl2, 10% (wt/vol) glycerol] supplemented with an oxygen scavenger system (44). In experiments with TFIIS, the transcription factor was added at a 600 nM concentration. All experiments were performed in the passive force mode, with increasing force during the OF mode or decreasing force during the AF experiments. We estimate our distance resolution to be, on average, 3 nm (pN) at 10-pN force for a 5-kb tether at a 1-Hz sampling rate.

Data Acquisition and Analysis. Transcription traces were recorded at 1 kHz. Data collected from optical tweezers experiments were further analyzed using a custom software written in Matlab (R2013b; MathWorks). The bead to bead distance (in nanometers) was converted into DNA contour length (in nucleotides) using the worm-like chain theory (45). Data were filtered with a third-order Savitzky–Golay filter with a time constant of 2 s (23). The velocity was calculated as the derivative of the filtered signal (7, 9, 46, 47). Pauses were detected as parts of transcription traces with dwell times longer than the pause threshold (multiple of the mean dwell time) (29). We analyzed pause densities, calculated as the average number of pauses per kilobase pair, and pause durations, calculated as the average duration of pauses lasting between 1 and 120 s (29). Analyzed experiments were selected based on the length transcribed by the enzyme (only runs above 200 nt were considered) and the presence of a single tether. Pause and velocity analyses (Fig. 1 C, E, and F) were performed in force ranges with maximum number of traces (4- to 8-pN range for AF and 2- to 6-pN range for OF).

Force Reduction Experiments: Protocol and Analysis. Force reduction experiments were performed in OF mode, where the transcribing polymerase eventually stalls at a certain force and usually backtracks. The backtrack depth was calculated from the Savitzky–Golay filtered data and determined as the difference between the maximum transcribed length and the length just before the reduction of force (Fig. 2A). Only positive backtracks (where the maximum transcribed length was greater than the length before the force reduction) were taken for further analysis, which was, on average, 90% of the data. If after stalling, no forward movement was observed for a minimum of 60 s, the force applied on the polymerase was abruptly reduced to a low value (average of ~1.9 pN) by moving one of the optical traps. After force reduction, some polymers recovered from a backtrack after a certain time (recovery time) and resumed transcription, whereas some enzymes never recovered, although the provided DNA template was sufficiently long for transcription to continue. The backtrack recovery time was calculated as the time lapse between force reduction and restart of transcription (Fig. 2A). The experiment was terminated if there was no activity for ~300 s after the force reduction. In force reduction experiments with the subsequent addition of TFIIS (Fig. 4B), if there was no activity for ~300 s post force reduction in the NTP channel, the whole-bead complex with the polymerase was moved into the channel with 1 mM NTP and 600 nM TFIIS, where the resumption of transcription was evaluated for another ~300 s. If a restart of transcription was detected, the polymerase transcribed again until a certain force, and the applied force was reduced on stalling for >60 s. This procedure was repeated as long as the polymerase was still transcribing and as long as there was enough DNA to transcribe. Only those experiments where the polymerase initially transcribed more than 200 nt and the arrest force was >4 pN were further analyzed.

Recovery Time and Backtrack Depth Analysis. Both the backtrack recovery time and the backtrack depth data, shown in Fig. 5 and Figs. S8 and S9, were smoothened using a moving average filter (R2013a; MATLAB) calculating the average of seven adjacent data points. Note that the provided DNA data were not smoothened but correspond to their true values, which makes the data more noisy at the ends of data arrays. The SDs (gray error areas in Fig. 5 and Figs. S8 and S9) were obtained by bootstrapping of the recovery time data with a resampling residuals method.

Fitting the Experimental Data to the Model. Fitting the backtrack recovery data of Pol I, Pol II, Pol I A12.2 Δ C, and Pol II Δ Rpb9. The recovery probability is obtained by smoothing the experimental raw data and calculating the averages of seven adjacent data points (1, recovered; 0, unrecovered) (Fig. 2C–F). For Pol I and Pol II, a numerical fit is performed to extract the values of k1, k2, and λ from our model. In these two cases, we performed a numerical least squares fit using a custom-made C++ program that computes the residuals between the experimental recovery probability and the empirical recovery probability obtained from 1,000 numerical simulations. The simulations were implemented using Gillespie algorithm. The minimization routine was run along a regular lattice in the parameter space. The error of the numerical fit is determined from the ensemble of points {k1,k2,λ}, whose RI exceeds the 95th percentile. The SD of this ensemble of points in k is used as the error estimate for k and similarly, for the errors of k2 and λ. For Pol I A12.2 Δ C and Pol II Δ Rpb9, the probabilities of the analytical expression derived for the case k1 = 0 (Eq. S11), R(trec,n) = erf(n/√4k2trec), where n is the backtrack depth, setting a cutoff time of trec = 300 s as in the experiment (see above). The fit to the analytical expression was done using
a trust region nonlinear least squares fitting algorithm implemented in MATLAB (R2013a) at 95% confidence. Fitting of the model with only the diffusion parameter to the Pol I and Pol II backtrack recovery data (Fig. 5) was performed in exactly the same way as described above for Pol I A12.2a C and Pol II Δ Rpb9.

**Fitting the backtrack recovery data of Pol II–TFIIIS data.** Pol II–TFIIIS data are fitted to the analytical expression for the mean recovery time as a function of the backtrack depth obtained in the limit $\lambda \to \infty$ (Eq. (513)): $\langle \tau_{rec} \rangle = (1/k_p) \exp(-n_i/k_p) \sum_i (1/k_p) \exp(-n_i/k_p)$ (Fig. 5). The fit to the analytical expression is done using a trust region nonlinear least squares fitting algorithm implemented in MATLAB (R2013a) at standard 95% confidence.

**Recovery time predictions.** For Pol I, Pol II, Pol I A12.2a C, and Pol II Δ Rpb9, the predictions of the mean recovery time are obtained from numerical simulations using fit parameters obtained by fitting the backtrack recovery data (Figs. 2 and 5 and Tables S2 and S3). The mean recovery time is obtained by averaging over 10^5 simulations, where the recovery time is smaller than or equal to the cutoff time of t = 300 s (as in the experiment).
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