Electron temperature of the solar wind
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Solar wind provides an example of a weakly collisional plasma expanding from a thermal source in the presence of spatially diverging magnetic-field lines. Observations show that in the inner heliosphere, the electron temperature declines with the distance approximately as \( T_e(r) \sim r^{-0.3} \ldots r^{-0.7} \), which is significantly slower than the adiabatic expansion law \( \sim r^{-4/3} \). Motivated by such observations, we propose a kinetic theory that addresses the nonadiabatic evolution of a nearly collisionless plasma expanding from a central thermal source. We concentrate on the dynamics of energetic electrons propagating along a radially diverging magnetic-flux tube. Due to conservation of their magnetic moments, the electrons form a beam collimated along the magnetic-field lines. Due to weak energy exchange with the background plasma, the beam population slowly loses its energy and heats the background plasma. We propose that no matter how weak the collisions are, at large enough distances from the source a universal regime of expansion is established where the electron temperature declines as \( T_e(r) \propto r^{-2/3} \). This is close to the observed scaling of the electron temperature in the inner heliosphere. Our first-principle kinetic derivation may thus provide an explanation for the slower-than-adiabatic temperature decline in the solar wind. More broadly, it may be useful for describing magnetized collisionless winds from G-type stars.

The solar wind is formed by a magnetized and nearly collisionless plasma streaming from the hot solar corona. Observations demonstrate that as the wind expands with the heliospheric distance, its temperature gradually declines. This is true below the distances of about 10 to 20 astronomical units (AU). At larger distances, the temperature, in fact, increases with the distance due to the heating provided by pickup ions (e.g., refs. 1–4). The solar wind, however, is not cooled down as fast as one would expect based on the adiabatic expansion law. While at the corona the temperature is on the order of 100 eV, it decreases to about 10 eV at 1 AU. If the plasma expansion were adiabatic, the temperature at 1 AU would be an order of magnitude smaller than observed, which indicates the presence of significant nonadiabatic heating. The mechanism of solar wind heating is a long-standing puzzle of space plasma physics. It is crucial for understanding the characteristics of the solar wind, which have been investigated by spacecraft over a range of heliospheric distances and latitudes (e.g., Helios, Ulysses, Voyager, and Wind missions), and will be probed at distances unprecedentedly close to the Sun by the new Parker Solar Probe mission.

Another puzzle is provided by the observational fact that the ion and electron temperatures are different in the solar corona. For instance, according to the multifrequency radio-imaging measurements (e.g., ref. 5), the electron temperature at the solar corona is about 3.5 times smaller than the ion one (6–8). In addition, the temperature declines with the heliospheric distance somewhat differently in the slow and fast solar wind. In the slow wind, the temperature profile in the inner heliosphere is characterized by an approximate power law \( T_e(r) \propto r^{-0.5} \ldots r^{-0.7} \), while in the fast and less collisional wind, the decline is slower, \( T_e(r) \propto r^{-0.3} \ldots r^{-0.4} \) (e.g., ref. 9). The latter difference is, however, not going to be essential for our consideration.

Several mechanisms may contribute to the nonadiabatic temperature profile of the solar wind. For instance, the plasma electrons may be heated as a result of instabilities and turbulent fluctuations that extract energy from the streaming motion and convert it into kinetic energy of the particles (e.g., refs. 1, 2, and 10–20). The analysis of such local instabilities, however, does not allow for a definitive prediction of the global radial temperature profile. In this work, we discuss a different (and complementary) heating mechanism related to the electron energy transport and energy deposition into background plasma governed by weak Coulomb collisions. The electrons streaming from the hot corona along the magnetic-field lines experience weak collisions, so they can transport energy to large heliospheric distances with relatively little attenuation. Due to conservation of their magnetic moment, such electrons form the so-called strahl, an electron beam collimated around the direction of the background magnetic-field lines (e.g., refs. 21–29). Due to weak Coulomb collisions, the strahl slowly loses its energy and heats the background electrons.

Heat conduction by electrons was considered previously in the models of solar wind heating (e.g., refs. 2, 9, and 22). We, however, note that heat conduction is a collisional process, while the electron strahl is a nearly collisionless phenomenon. The processes by which the kinetic energy is extracted from the strahl and deposited into the thermal energy of the bulk plasma are therefore not described by the standard theory of heat conduction. Indeed, the Spitzer and H¨arm (30) theory of heat conduction requires that the mean-free path of the electrons be significantly smaller than the temperature-gradient scale. The ratio of the two scales, the Knudsen number \( Kn = \lambda_{mfp}/L_T \), should satisfy

\[
\text{significance}
\]

The problem of solar wind heating is one of the long-standing fundamental problems of space plasma physics. We propose that the electron component of the solar wind plasma is heated by electrons streaming from the hot solar corona and slowly losing their energy due to weak Coulomb collisions. Our first-principle kinetic derivation predicts the scaling of the solar wind electron temperature with the heliocentric distance, which is in good agreement with observations. Our theory reveals the role of the non-Maxwellian electron distribution function in the heating mechanism, and it may be valuable for interpreting the results of in situ satellite measurements.
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1We broadly define a strahl as a distribution function of streaming electrons collimated by a magnetic field, no matter what the energy of the electrons is. In the solar wind literature, it is common to apply this term only to the collimated electrons whose energy exceeds a certain threshold, typically a few thermal energies of the core electron distribution.
$Kn \lesssim 0.01$ for the collisional theory to hold (e.g., ref. 31). In this consideration, if the collisions were absent, the energy carried by the strahl electrons could not be deposited into the background plasma. In our description of a nearly collisionless stellar wind, we therefore need to consider the case of large (but not infinitely large) Knudsen numbers.

It is important to note that the electron thermal velocity is much larger than the velocity of the solar wind so the latter can be neglected in our discussion, and the background plasma and the magnetic-field configuration can be considered stationary.

In our theory, we also make another simplification—we assume a magnetic-flux tube where the magnetic lines diverge radially from the source. This is a good approximation for the inner heliosphere, where the toroidal component of the magnetic field is generally smaller than the radial one. This will suffice for our consideration.

As mentioned above, due to the conservation of their magnetic moments, the electrons streaming from the Sun into the region of weakening magnetic field tend to form a progressively narrowing beam around the magnetic-field lines. This process is rather efficient already at distances very close to the Sun. Weak Coulomb collisions, on the other hand, broaden the beam, so that a narrow collimation angle $\theta$ (the angle between the direction of the magnetic field and the electron velocity) is established.

We argue that plasma expansion leads to preferential cooling of the source electrons so that in a steady state, the electron temperature of the source should be smaller than the ion temperature. This general result is consistent with observations of the ion and electron temperatures in the solar corona. We also demonstrate that no matter how weak the collisions are, if the distance from the source is large enough, so that the condition $\sin^2 \theta \lesssim r/\lambda_{\text{mfp}} \ll 1$ is satisfied (below we refer to such distances as the far zone), a universal heating regime is established with the electron temperature declining as $T_e(r) \propto r^{-2/3}$. This result is close to the temperature profile observed in the solar wind.

Note that although collisions play an essential role in our analysis, the plasma is still formally collisionless, since we assume $r/\lambda_{\text{mfp}} \ll 1$. Some ideas of our analysis stem from the theory developed earlier for expansion regions of plasma mirror machines (33–35), where, however, collisions were so rare that the opposite inequality $r/\lambda_{\text{mfp}} \ll \sin^2 \theta \ll 1$ was satisfied and as a result, a different temperature profile, $T(r) \propto r^{-4/3}$, was predicted (we refer to such distances as the near zone). In what follows, we first establish the analogy of these previous results with the problem of solar wind heating, then present our solution for the far zone, and apply it to the problem of solar wind temperature.

### The Electron Distribution Function

In this section we consider a plasma expanding from a hot localized source along spatially diverging magnetic-field lines. We assume that the ions and the electrons have Maxwellian distributions at the source region where their dynamics are collisional, but that the plasma outflow is nearly collisionless in the magnetic-field expansion region outside the source. A similar situation has been studied analytically in relation to particle confinement in mirror machines (e.g., refs. 34–38), where the extent of the expansion region, that is, the region between the throat of the mirror machine and the wall of the end tank, is many orders of magnitude smaller than the electron Coulomb mean-free path. An important result of the theory is that in a steady state, the total electron distribution function in the expansion region is not Maxwellian; rather, it has two distinct components. The first one is a tenuous collisionless beam of energetic electrons propagating away from the source. The second one is a collisional and nearly isotropic “core” consisting of the so-called trapped particles. (Earlier identifications of the core of the heliospheric electron distribution function with the population of trapped electrons appeared in refs. 39–42. Interestingly, the consideration of ref. 42, developed independently in the solar wind context, is close to the results of refs. 33–35 obtained in the context of mirror machines.)

To understand this result, let us assume, somewhat idealistically, that the plasma is collisional close to the source, but becomes collisionless beyond a certain distance $r_0$. For the solar wind, we may estimate $r_0 \approx 5$ to 10 solar radii. Since the electrons have larger thermal velocities, they will leave the source faster so that the source will acquire a positive “ambipolar” potential with respect to infinity. We measure the potential with respect to its value at the source, $\phi(r_0) = 0$, and denote the potential very far from the source as $\phi_{\infty}$. This potential barrier will return most of the streaming electrons, except for the very energetic ones, back to the source.

The potential barrier can be found (e.g., ref. 35) from equating the electron and ion fluxes leaving the source, taking into account that only the electrons whose energies exceed the potential barrier can escape. This equation allows one to find the required potential $\phi_{\infty}$, but not the case. Indeed, if one assumes that $T_{\infty,0} = T_{e,0}$, the escaping electrons will carry away larger energy per unit time than the ions. Unless there is a heat source preferentially heating the electrons, their temperature will drop compared to the ion one. The electron temperature is, therefore, itself a parameter that needs to be found.

If the ions and the electrons are heated at the same rate, then by equating their energy fluxes through the boundary of the source region, we obtain in a steady state

$$
\int f_{e,0}(v) m_e v^2 \Theta(v_i) \, d^3v = \int f_{e,0}(v) m_e v^2 \Theta(\sqrt{\varepsilon_{\infty}}/m_e) \Theta(v_i) \, d^3v.
$$

It may seem that this equation allows one to find the required potential $\phi_{\infty}$. This is, however, not the case. For the solar wind, $\phi_{\infty}$ will eventually run away. Assuming, for simplicity, that the source is spherical and that the particle distribution at the boundary of the source is Maxwellian, we require that the fluxes of the ions and electrons through the boundary are the same,

$$
\int f_{i,0}(v) \Theta(v_i) \, d^3v = \int f_{e,0}(v) \Theta(\sqrt{\varepsilon_{\infty}}/m_e) \Theta(v_i) \, d^3v.
$$

where $f_{i,0}(v)$ and $f_{e,0}(v)$ are the Maxwellian distributions, $T_{i,0}$ and $T_{e,0}$ are the corresponding temperatures, and $\Theta$ is the Heaviside step function. As a result, we get

$$
\left( \frac{\varepsilon_{\infty}}{T_{e,0}} + 1 \right) \exp \left\{ \frac{\varepsilon_{\infty}}{T_{e,0}} \right\} \left( \frac{T_{i,0}}{T_{e,0}} \right)^{1/2} \left( \frac{m_e}{m_i} \right)^{1/2}.
$$

It is important to note that the electron thermal velocity is $\lesssim 0.3$ in this case. We, however, mention the result of ref. 31 to illustrate that the analytic theory of heat conduction meets significant challenges when the Knudsen number becomes of order unity.

This statement might not be true if the electron–strahl distribution could become unstable, so that the generated plasma fluctuations could defocus the strahl and lead to turbulent energy dissipation. However, the stability analysis of the electron–strahl distribution self-consistently derived from the drift-kinetic equation demonstrates that it is stable with respect to such strahl-resonating electron instabilities (27, 29).
As a result, we get
\[
\left( \frac{v \phi_{e,0}}{T_{e,0}} \right)^2 + \frac{v \phi_{e,\infty}}{T_{e,0}} + 1 \exp \left\{ -\frac{v \phi_{e,\infty}}{T_{e,0}} \right\}
\]
\[\approx \left( \frac{T_{e,0}}{T_{e,0}} \right)^{3/2} \left( \frac{m_e}{m_i} \right)^{1/2} \cdot \phi_{e,\infty} = \phi_{e,0} - C/r^\alpha. \tag{4}
\]

From Eqs. 2 and 4, one can derive the resulting potential barrier and the electron temperature. For instance, assuming a hydrogen plasma, one finds that $\phi_{e,\infty} \approx 5T_{e,0}$ and that the electrons in the source region should be essentially colder than the ions, $T_{e,0} \approx T_{i,0}/3$ (35). Note that this effect alone is consistent with, and may provide an explanation for, the observational inequality of the ion and electron temperatures in the solar corona (e.g., refs. 5–8).

If, however, the electrons and the ions are heated differently, this estimate needs to be modified. For instance, in some solar corona models it is proposed that the ions are heated more efficiently, so that $r_{c} \gg r_{0}$. They should have the Maxwellian distribution with the same velocity, and that the electrons $\phi_{e,\infty} \approx 4.2T_{e,0}$. Both cases demonstrate that the electron temperature has to be smaller than the ion one and that the potential barrier $\phi_{e,\infty}$ is several times larger than $T_{e,0}$.

To understand the plasma dynamics outside the source region $r > r_{0}$, we need to describe the variation of the electric potential, $\phi(r)$, with the distance. In this respect, an important observation was made in refs. 33–35 that most of the potential drop occurs near the plasma source. Indeed, in a steady state, the electrons leaving and returning back to the source by the potential barrier should be in thermal equilibrium with the source. They should have the Maxwellian distribution with the same temperature as the source, and their density should decline with the distance according to the Boltzmann law $n_{i}(r) = n_{0} \exp (-\phi(r)/T_{i,0})$. The ions, on the contrary, are not trapped by the potential but rather accelerated by it. However, their velocity does not change considerably by the potential difference; therefore, one can assume that they are streaming radially with, approximately, their thermal velocity $v_{i,\text{th}}$, which is independent of the distance. Their density, therefore, declines as $n_{e}(r) = n_{e}(r_{0})/r^{2}$, and from the condition of quasineutrality $n_{i}(r) = n_{e}(r)$ and Eq. 2, one obtains (e.g., ref. 35) that the potential nearly reaches its asymptotic value $\phi_{e,\infty}$ already at
\[r_{c} \sim r_{0} \left( \frac{m_{i}}{m_{e}} \right)^{1/4}. \tag{5}
\]

For instance, in the case of the solar wind, we are dealing with a mostly hydrogen plasma, so this distance is $r_{c} \sim (m_{i}/m_{e})^{1/4} \approx 0.15$ to 0.3 AU. We may therefore predict that at $r \lesssim r_{c}$, the solar wind electric field should be relatively strong compared to the electric field at large distances $r \gg r_{c}$. The solid line in Fig. 1 sketches the electron potential energy as a function of the distance from the source.

Beyond the point given by Eq. 5, the potential cannot significantly change anymore. What happens to the electron distribution function after that point? This question was discussed in ref. 33; see also refs. 34 and 35. It was realized that in the presence of very weak collisions, a significant fraction of the electrons at distances exceeding [5] would be accumulated, in a steady state, in the so-called trapped population (Fig. 1).

To understand the origin of the trapped electron population, we first note that in the absence of collisions, the electrons whose kinetic energies exceed $\phi_e(r)$ will not yet be turned back by the potential at the distance $r$. A part of these electrons, whose energy is less than $\phi_{e,\infty}$, eventually will be turned back to the source at larger distances; we call these electrons the returning electrons. The part whose energy is larger than $\phi_{e,\infty}$ will stream to infinity unobstructed; we call these electrons the runaway electrons.

Now, what happens when weak Coulomb collisions are turned on? They will cause pitch-angle scattering that can slightly increase the magnetic-field perpendicular velocity of the streaming electrons. These electrons will not be able to return back to the source; they will be trapped by the increasing magnetic field at smaller distances and by the increasing electric potential at larger distances. Further pitch-angle scattering will trap them even stronger. The pitch-angle diffusion will eventually fill up the “reservoir” of trapped particles. In a steady state, it will be balanced by slow collisional losses through the boundary $E = \phi_{e,\infty}$ due to diffusion in energy. At any given distance $r \gg r_{c}$, the trapped electrons will tend to form a quasi-isotropic distribution. These electrons form the so-called core of the electron distribution function observed in the solar wind.

The typical kinetic energy (the temperature) of this distribution can be estimated if one notes that the kinetic energy of the trapped population at a given distance $r$ cannot exceed $\phi_{e,\infty} - \phi_e(r)$; otherwise, such particles will stream to infinity.

The boundary condition for the electron distribution function at $E = \phi_{e,\infty}$ is, therefore, $f \equiv 0$. The temperature of the trapped electrons can, therefore, be estimated as $T_{e}(r) \sim \phi_{e,\infty} - \phi_e(r)$. If we assume (as can be checked later) that the electric potential at large distances has a power-law decline (Fig. 1), the temperature of the trapped electrons should decline according to the same law, $T_{e}(r) \sim \phi_{e,\infty} - \phi_e(r) \propto 1/r^{\alpha}$. At the boundary of the narrow domain in the velocity space, $\sin^{2} \theta = v_{\perp}^{2}/v^{2} \ll 1$, which separates the streaming electrons from the trapped ones, the isotropic distribution of the trapped electrons has to match the distribution of the nontrapped streaming electrons. To find the velocity distribution of the trapped electrons at some distance $r$, it is, therefore, necessary to know the velocity distribution of the streaming (“strahl”) electrons at the same distance.

**The Strahl Electrons**

Let us assume that the plasma propagates along a magnetic-flux tube diverging radially from the source. The magnetic-field strength and the ion density then decline with the distance as $B(r) = B_{0}(r_{0}/r)^{2}$ and $n_{i}(r) = n_{i}(r_{0}/r)^{2}$ (if necessary, these results can be generalized for an arbitrary expansion law $B(r) \propto n_{i}(r) \propto 1/r^{\gamma}$). The electron velocity distribution function $f(r, \mu, v)$ can then be described by the stationary drift-kinetic equation (e.g., ref. 44).
where \( r \) is the distance along the magnetic-field line (the radial distance in our case), \( \mu = B \cdot v_v = \cos \theta \) is the cosine of the angle between the electron velocity and the direction of the magnetic-field line, \( E_0 = -\nabla \phi \) is the electric-field component along the magnetic-field lines, \( e \) is the (negative) electron charge, and \( \bar{C}(f) \) is the collision integral.

Without collisions, \( \bar{C}(f) = 0 \), the solution of the kinetic equation is an arbitrary function of the invariants of motion, the total energy and the magnetic moment, \( E = m_e v^2 / 2 + e \phi(r) \) and \( M = m_e v^2 (1 - \mu^2) / (2B(r)) \). Indeed, written in the new variables \( E, M, \) and \( r \), the drift-kinetic Eq. 6 has a remarkably simple form \( \mu_v \partial f(E, M, r) / \partial r = \bar{C}(f) \) (where \( \mu \) and \( v \) have to be expressed through \( E \) and \( M \) as well). The collisionless equation then reads \( \partial f(E, M, r) / \partial r = 0 \), which means that the distribution function is independent of the distance. Since in the source region this function matches the Maxwellian, we get for the distribution function of streaming particles \( (v_\parallel > 0) \) at a distance \( r > r_0 \) from the source (e.g., ref. 29).

\[
f(E, M, r) = f(E, M, r_0) = A_0 \exp \left\{ -E / C_{E,0} \right\} \Theta (E - MB_0)
= A_0 \exp \left\{ -\phi(r) / C_{v,0} - m_e v^2 / 2C_{v,0} \right\} \Theta \left( v^2 + 2e \phi(r) / m_e - B_0 / B(r) v^2 \right),
\]

where the normalization coefficient is \( A_0 = n_r / (2\pi T_{e,0})^{3/2} \), and \( \Theta \) is the Heaviside step function. At the distance \( r > r_0 \), the regions of returning, trapped, and runaway electrons look in the new variables as shown in Fig. 2. For convenience, Fig. 3 shows the same regions in the original \( v_\parallel \) and \( v_\perp \) coordinates.

From the \( \Theta \) function in Eq. 7, we see that when \( B(r) \ll B_0 \), the streaming particles occupy a narrow domain in the phase space defined by \( v_\perp^2 > B(r) v_\parallel^2 / B_0 (v_\parallel^2 + 2e \phi(r) / m_e) \). If the decline in the magnetic-field strength is sufficiently large, Eq. 8 corresponds to a very narrow cone in the velocity space. Indeed, let us estimate the width of this cone for the particles that will be turned back by the potential. For such particles, \( m_e v^2 / 2 \lesssim e \phi_{\infty} - e \phi(r) \sim T_e(r) \), while from Eq. 8 we estimate \( m_e v^2 / 2 \sim (B(r) / B_0) e \phi_{\infty} \). We therefore obtain

\[
\sin^2 \theta \equiv v_\perp^2 / v^2 \sim \frac{B(r)}{B_0} \frac{e \phi_{\infty}}{e \phi_{\infty} - e \phi(r)} \sim \frac{B(r)}{B_0} \frac{e \phi_{\infty}}{e \phi_{\infty} - e \phi(r)} \ll 1.
\]

If the collisions are completely neglected, the region of the phase space outside the cone defined by Eq. 9 cannot be accessed by the electrons traveling from the source. This region can, however, be populated by the electrons scattered from the cone [9] to larger \( v_\perp \) due to weak Coulomb collisions (Fig. 2). The energy of the scattered electrons is such that \( m_e v^2 / 2 \lesssim e \phi_{\infty} - e \phi(r) \), these electrons will form the trapped population. They will not be able to stream back to the source due to the magnetic mirror at small distances, and they will not be able to leave the system due to the potential barrier at large distances.

The trapped electrons tend to form an isotropic distribution. At the energies exceeding the trapping potential, \( m_e v^2 / 2 \geq m_e v^2 / 2 \geq e (\phi_{\infty} - e \phi(r)) \), there are no trapped electrons, and their distribution function should satisfy the boundary condition \( f_{tr} = 0 \). As discussed in refs. 33 and 35, at the boundary of the cone (9), the trapped-electron distribution function, \( f_{tr} \), should, in addition, be matched with the streaming-electron function [7]. The level of the trapped population is therefore a result of two competing processes—particle influx from the streaming population due to pitch-angle scattering and particle losses through the boundary \( v = v_\parallel \) due to energy diffusion. For Coulomb collisions, the rate of electron pitch-angle scattering is equal to the rate of energy scattering due to electron–electron collisions (e.g., ref. 45). Because of this fact, it is reasonable to expect that the level of the trapped population will be comparable to that of the streaming population. (This result is, however, not immediately obvious. Its justification and a more direct derivation are given in The Trapped Electrons below.) One can therefore approximate the trapped function as


\[ f_\nu(x, v) \approx A_0 \exp \left\{ -\frac{e\phi_\infty}{T_{e,0}} \right\} \Theta(v_\nu - v) \]

\[ \approx A_0 \left( \frac{m_e}{m_i} \right)^{1/2} \Theta(v_\nu - v). \quad [10] \]

In Eq. 10, we substituted \( E \approx e\phi_\infty \) and used an approximate relation following from Eq. 2:

\[ \exp \left\{ -\frac{e\phi_\infty}{T_{e,0}} \right\} \approx \left( \frac{m_e}{m_i} \right)^{1/2} \left( \frac{T_{e,0} T_0}{e \phi_\infty} \right)^{3/2} \approx \left( \frac{m_e}{m_i} \right)^{1/2}. \quad [11] \]

We also omitted numerical factors of order unity. Formula 10 should be understood as a model, since the physical distribution function cannot have a sharp gradient in the velocity space. Rather, due to the electron–electron collisions, the electrons will diffuse through the boundary \( v = v_\nu \) and the gradient of the distribution function will be smoothed out over a scale comparable to \( v_\nu \). The simple model expression 10 will, however, suffice for the dimensional estimates used below.

With the aid of Eq. 10 one can find the density of the trapped electrons as \( n_T = \int f_{x,0} d^3 v \), and equating it to the ion density at the same position, \( n(r) = n_0 (r_0/r)^2 \), one can find the typical velocity of the electron distribution, \( v_\nu \). The “temperature” of the trapped electrons is then (34, 35, 42)

\[ T_e(r) \sim \frac{m_e v_\nu^2}{2} \sim T_{e,0} \left( \frac{m_i}{m_e} \right)^{1/3} \left( \frac{r_0}{r} \right)^{4/3}, \quad [12] \]

where \( T_{e,0} \) is the electron temperature at the source. The predicted temperature drop with the distance, \( T_e(r) \propto r^{-4/3} \), is relatively steep. In particular, it is steeper than the observational temperature profiles in the solar wind.

In the next section we demonstrate that given a large enough length of the expansion region, the solution given by Eq. 12 will inevitably break down beyond a certain scale, no matter how weak the collisions are. The system will then approach a new asymptotic state, where the narrow collimation angle is regularized by collisions and where the temperature profile is significantly less steep. The interval of scales before the break point is called the near zone. This is the interval where the solution described by Eqs. 10 and 12 is applicable. The interval of scales beyond this point is called the far zone. It is discussed in the next section.

**Solution in the Far Zone**

In the preceding section, the collisions were assumed to be too weak to alter the shape of the free-streaming electron beam given by Eq. 7. However, if the travel distance of the electrons becomes large enough, the collimation angle described by Eq. 8 becomes extremely narrow so that the collision broadening of the beam cannot be neglected. To study this process, we need to take into account Coulomb collisions in the drift-kinetic Eq. 6.

The main collisional process we are interested in is pitch-angle scattering. To study this process, we retain in the collision integral only the pitch-angle scattering part. We assume that the scattering is given by collisions with the ions and with the electrons forming nearly isotropic trapped populations (the beam population is rather tenuous and it does not significantly contribute to the electron density). For the strahl electrons whose energy is comparable to the thermal energy, the pitch-angle scattering operator can be estimated by order of magnitude as (e.g., ref. 46)

\[ \tilde{C}(f) \sim \left( \frac{4\pi n(r) e^4}{m_e^2 v_{th,e}^2(r)} \right) \frac{\partial}{\partial \mu} \frac{1}{(1 - \mu^2)} \frac{\partial f}{\partial \mu}. \quad [13] \]

In Eq. 13, \( \Lambda \) denotes the standard Coulomb logarithm, and \( n(r) = n_i(r) = n_{i0} \) is the density of the ions and the trapped electrons.

Let us rewrite the drift-kinetic Eq. 6 for the particles streaming from the Sun (\( v_\parallel > 0 \)), using the new variables \( r, E, \) and \( M \) (e.g., ref. 29),

\[ \frac{\partial f(r, E, M)}{\partial r} = \frac{4\pi e^4 \Lambda n_0}{E(r) B(r)} \frac{\partial}{\partial M} M \sqrt{1 - \frac{MB(r)}{E(r)}} \frac{\partial f}{\partial M}. \quad [14] \]

where we denoted the kinetic energy \( E(r) \equiv E - e\phi_\parallel(r) \approx m_e v_{th,e}^2(r)/2 \). It is easy to see that the ratio appearing in the square root of Eq. 14 is related to the propagation angle, \( MB(r)/E(r) = v_\perp^2/v^2 = \sin^2 \theta \). We assume that this angle is small and neglect this term in our estimates.

We consider the electrons streaming from the source that will eventually be turned back by the potential barrier. These electrons can become trapped after pitch-angle scattering. For these electrons we have \( m_e v_{\nu}^2/2 < e(\phi_\infty - \phi_\parallel) \), in which case we may estimate their total energy at a distance \( r \gg r_c \) as \( E \approx e \phi_\infty \).

Analogously to the method also applied in refs. 28 and 29, we can introduce a new variable according to

\[ dy = \left( \frac{4\pi e^4 \Lambda n_0}{E(r) B(r)} \right) dr. \quad [15] \]

In the case of plasma outflow along a radially expanding magnetic-flux tube, \( B(r)/n(r) = \) const. For definiteness, we may express this constant through the magnetic-field and density values at \( r = r_0 \). By integrating Eq. 15, we then get

\[ y = \left( \frac{4\pi e^4 \Lambda n_0}{(1 + \alpha) B_0 E(r)} \right) r_c, \quad [16] \]

where we took into account that at \( r \gg r_c \), we can approximate \( E(r) \approx C / r^\alpha \). The simplified Eq. 14 now takes the form

\[ \frac{\partial f}{\partial y} = \frac{\partial}{\partial M} M \frac{\partial f}{\partial M}, \quad [17] \]

which is equivalent to the radial diffusion equation in a two-dimensional plane; this can be verified by the change of variable \( \zeta = \sqrt{M} \).

The diffusion Eq. 17 can be solved if we specify the distribution function at the initial position \( y_c \), which can be chosen to correspond to the distance \( r_c \) from the source. The distribution function at the point \( r_c \) is given by formula 7, which we can conveniently rewrite as (e.g., ref. 29)

\[ f(r_c, E, M) = A_0 \exp \left\{ -\frac{E}{T_{e,0}} \right\} \frac{E}{B_0} \Delta(M), \quad [18] \]

where \( \Delta(M) \) is a localized function of \( M \), whose width is \( \delta M_0 = E/B_0 \) and amplitude \( B_0/E \). This function, therefore, tends to a delta function when \( E/B_0 \rightarrow 0 \). At larger distances \( r \gg r_c \), this function will broaden due to the diffusion. If the diffusion broadening is much larger than the initial width, that is, if \( y \gg E/B_0 \), the function \( \Delta(M) \) will be replaced by the solution of the diffusion equation,

\[ \Delta(M) \rightarrow \frac{1}{y} \exp \left\{ -\frac{M}{M_0} \right\}. \quad [19] \]

In the previous treatments of the problem (33–35), this diffusion broadening was neglected. Let us estimate when this can be done, which will allow us to establish the limits of validity.
of the near-zone solution. The diffusion broadening, $\delta M_\delta \sim y$, is negligible when $\delta M_\delta \ll \delta M_0$, which can be written as

$$\frac{\delta M_\delta}{\delta M_0} \sim 4\pi e^4 \Lambda n(r) B_0 r \sim \left( \frac{E(r)}{E} \right) \left( \frac{B_0}{B(r)} \right) \left( \frac{r}{\lambda_{mfp}} \right) \sim \left( \frac{T_e(r)}{e\phi_\infty} \right) \left( \frac{B_0}{B(r)} \right) \left( \frac{r}{\lambda_{mfp}} \right) \ll 1,$$

[20]

where we introduced the electron mean-free path as

$$\lambda_{mfp} = \frac{T_e(r)}{4\pi e^4 \Lambda n(r)}.$$  

[21]

Recalling the definition of the collimation angle in the near zone, given by Eq. 9, we can rewrite the applicability criterion [20] for the near-zone solution as

$$\frac{r}{\lambda_{mfp}} \ll \sin^2 \theta \ll 1.$$  

[22]

This is the criterion of the near-zone approximation mentioned in the Introduction. We can see that the restriction on the mean-free path given by Eq. 22 becomes less satisfied at large distances, since as we have previously established for this case, $T_e(r) \propto r^{-4/3}$, while $B(r) \propto r^{-2}$. While this is not an issue for the laboratory mirror machines, where the electron mean-free path exceeds the length of the expansion region by about five orders of magnitude, this is not necessarily a situation in natural plasmas.

It is, therefore, important to consider a less restrictive case

$$\left( \frac{B(r)}{B_0} \right) \left( \frac{e\phi_\infty}{T_e(r)} \right) \lesssim \left( \frac{r}{\lambda_{mfp}} \right) \ll 1,$$

[23]

when the electron-beam width is dominated by the diffusion rather than by the free-streaming collimation effect. As a result, we obtain

$$f = A_0 \exp \left\{ -\frac{E}{T_{e,0}} - \frac{1}{y} \exp \left( -\frac{M}{y} \right) \right\}. \tag{24}$$

[24]

This expression can be simplified if we recall that the particles reaching very large distances $r \gg r_\ast$ before being reflected by the potential barrier have $E \approx e\phi_\infty$, and we can use Eq. 2 to replace, approximately,

$$E \exp \left\{ -\frac{E}{T_{e,0}} \right\} \approx T_{e,0} \left( \frac{m_e T_{e,0}}{m_i T_{i,0}} \right)^{1/2}.$$  

[25]

In addition, we can approximate $E(r) \approx T_e(r)$, so that expression 24 is, approximately,

$$f \approx A_0 \frac{T_e(r) T_{e,0}}{4\pi e^4 \Lambda n_0 r} \left( \frac{m_e T_{e,0}}{m_i T_{i,0}} \right)^{1/2} \exp \left( -\frac{M}{y} \right).$$  

[26]

This is the distribution function of the electrons streaming from the Sun ($v_\parallel > 0$) that have not yet been turned back by the potential barrier.

To find the distribution function of the trapped electrons, we have to find a solution for which the inflow of the pitch-angle-scattered streaming particles balances the diffusive losses at the trapping boundary $v = v_\ast$. Analogously to the derivation of Eq. 10, it is reasonable to expect that the level of the trapped population is comparable to that of the streaming population [26] and to model the isotropic distribution function of trapped particles as

$$f_{tr} \approx A_0 \frac{T_e(r) T_{e,0}}{4\pi e^4 \Lambda n_0 r} \left( \frac{m_e T_{e,0}}{m_i T_{i,0}} \right)^{1/2} \Theta(v_\ast - v).$$  

[27]

A more straightforward derivation of this result can be found in The Trapped Electrons below.

Using expression 27 we can now calculate the density of the trapped electrons and equate it to the density of the ions, which gives

$$\left( \frac{m_e}{2\pi T_{e,0}} \right)^{3/2} \frac{T_e(r) T_{e,0}}{4\pi e^4 \Lambda n_0 r} \left( \frac{m_e T_{e,0}}{m_i T_{i,0}} \right)^{1/2} 4\pi v^2 \sim \left( \frac{r}{r_\ast} \right)^2.$$  

[28]

From that we can find the temperature of the trapped electrons:

$$T_e(r) \sim T_{e,0} \left( \frac{r_0}{r} \right)^{2/5} \left( \frac{m_i}{m_e} \right)^{1/5} \left( \frac{3\pi^2 e^4 \Lambda n_0 r_0^5}{2T_{e,0}^2} \right)^{2/5}.$$  

[29]

The expression in the square brackets is just $(T_{e,0}/T_{i,0})^2 (r_0/\lambda_{mfp,0})$, which is a parameter defined by the plasma conditions at the source. In the case of mirror devices, this parameter is significantly smaller than 1, while in the case of the solar wind it happens to be on the order of 0.1 to 1. As a result, we estimate

$$T_e(r) \sim T_{e,0} \left( \frac{m_i}{m_e} \right)^{1/5} \left( \frac{T_{e,0}}{T_{i,0}} \right)^{4/5} \left( \frac{r_0}{\lambda_{mfp,0}} \right)^{2/5} \left( \frac{r_0}{r} \right)^{2/5}.$$  

[30]

An important difference of this result from the collisionless expression 12 is the scaling of the temperature with the distance, $T_e(r) \propto r^{-2/5}$ (so that $\alpha = 2/5$). Note that it is in good agreement with the slower than adiabatic radial temperature decline in the solar wind.

Finally, we need to verify that the assumptions used in our derivation are satisfied by our solution. Our derivation essentially assumed that the collimation angle of the electron beam is small. The width of the collimation angle can be estimated from $M \sim y$, which gives

$$\sin^2 \theta \sim \frac{yB(r)}{E(r)} \approx \frac{4\pi e^4 \Lambda n_0 B(r) r}{B_0 T_e(r)} \approx \frac{r}{\lambda_{mfp}}.$$  

[31]

For our theory to be applicable, we need to require that the collimation angle [31] is much smaller than one. We therefore arrive at the applicability criterion for the far-zone solution

$$\sin^2 \theta \sim \frac{r}{\lambda_{mfp}} \ll 1,$$

[32]

which we mentioned in the Introduction. It is important to note that due to the obtained scaling of the temperature (Eq. 30) and the scaling of the magnetic field $B(r) \propto r^{-2}$, the collimation angle in Eq. 31 decreases with the distance. Therefore, in contrast to the collisionless case [22], the applicability criterion of the far-zone solution expressed by Eqs. 23 and 32 does not break down but rather becomes even better satisfied at larger distances.

The transition scale between the near zone and the far zone, $r_\ast$, can be established from comparison of Eqs. 12 and 30,

$$r_\ast \sim \left( \frac{m_i}{m_e} \right)^{1/7} \left( \frac{T_{e,0}}{T_{i,0}} \right)^{6/7} \left( \frac{\lambda_{mfp,0}}{r_0} \right)^{6/7}.$$  

[33]

For instance, in the solar wind, $r_\ast$ is just a few times larger than $r_0$, so it is the far-zone solution that is relevant for the solar wind.

### The Trapped Electrons

In this section, we give a more straightforward kinetic derivation of the trapped electron population and, in particular, justify the estimates given in Eqs. 10 and 27. Our derivation is based on the following observations. First, we integrate the steady-state drift-kinetic equation,

$$\left( v_\parallel \frac{\partial f}{\partial r} \right)_{E,M} = \dot{C}(f),$$

[34]
over the trapped region in the velocity space, $v < v_\ast$. We then note that the term

$$\int_0^{v_\ast} \left( \frac{\partial f}{\partial E} \right)_{E,M} d^3v$$

has the meaning of the number of particles supplied to the trapped population per unit time at a given position $r$. We call this term the “source integral.”

Then, the distribution function in the region $v < v_\ast$ may be modeled as the sum of two components: the population of particles traveling from the Sun plus the population of trapped electrons. Obviously, the trapped particles and the reflected particles traveling back to the Sun do not contribute to the integral in Eq. 35 as their distribution function is symmetric in $v_0$. The contribution to this integral will, therefore, be given by the particles propagating directly from the Sun that will become trapped after the first reflection at the potential barrier. We evaluate this integral separately for the particles in the near and far zones.

In the near zone, the distribution of particles propagating from the Sun is given according to Eqs. 7 and 17 by the function

$$f(r, E, M) = A_0 \exp \left\{ -\frac{E}{T_{e,0}} \right\} \hat{\theta} \left( E / B_0 - M \right),$$

where $\hat{\theta}$ denotes the Heaviside theta function whose sharp boundary has been smoothed by pitch-angle diffusion over a narrow layer of width $\delta M \approx y$. (We remind the reader that in the near zone, the pitch-angle diffusion effects do not considerably distort the distribution function of streaming electrons.) Obviously, only the streaming particles within this layer will become trapped after first reflection, while the particles with $M < E / B_0$ will travel all of the way back to the Sun. The source integral in Eq. 35 can, therefore, be evaluated as

$$\int_0^{v_\ast} \left( \frac{\partial f}{\partial E} \right)_{E,M} d^3v$$

$$\approx \int_0^{v_\ast} dE \int_0^{\delta M} dM \frac{2\pi B(r)}{m_e^2 |v_0|} \left( \frac{\partial f}{\partial E} \right)_{E,M}.$$  

Substituting here the function given by Eq. 36, we evaluate the source integral in the near zone as

$$\int_0^{v_\ast} \left( \frac{\partial f}{\partial E} \right)_{E,M} d^3v \approx - A_0 \frac{8\pi^2 v_0^4 e^4 \Lambda B(r)}{m_e^2 B_0} \left( \frac{m_e}{m_0} \right)^{1/2}.$$  

In the far zone, nearly all of the streaming electrons described by Eq. 26 will become trapped already after the first reflection by the potential barrier. Indeed, their angular broadening is significantly larger than that given by the collisionless formula 8. The distribution function in the region $v < v_\ast$ is, therefore, the sum of the population of the first-time passing particles given by Eq. 26 plus the population of trapped electrons. The trapped particles do not contribute to the integral in Eq. 35 as their distribution is symmetric with respect to $v_0$, so the contribution to this integral comes solely from the streaming population. Substituting Eq. 26 into Eq. 35 and evaluating the integral, we thus obtain the source integral for the far zone:

$$\int_0^{v_\ast} \left( \frac{\partial f}{\partial E} \right)_{E,M} d^3v \approx - A_0 \frac{2\pi T_{e,0}(r) B(r)}{m_e^2 B_0 r} \left( \frac{m_e T_{e,0}}{m_0} \right)^{1/2}.$$  

The next step is to note that in a steady state, the source integrals given by Eq. 38 or Eq. 39 have to be balanced by the integral of the collisional term,

$$\int_0^{v_\ast} \tilde{C}(f_{ir}) d^3v,$$  

which describes particle loss through the boundary at $v = v_\ast$. In the collisional integral, the dominant contribution is provided by the trapped particles, since the number of particles in the streaming population is significantly smaller. In the case of isotropic distribution of trapped electrons, the collisional integral has the form

$$\tilde{C}(f_{ir}) = \frac{4\pi e^4 \Lambda}{m_e^2} \frac{1}{v^2} \partial \frac{\partial f_{ir}}{\partial v} + F f_{ir},$$  

where

$$D = \int_0^{v_\ast} \frac{v^2}{3v} f_{ir}(v') d^3v' + \int_0^{v_\ast} \frac{v^2}{3v} f_{ir}(v) d^3v',$$  

and

$$F = \int_0^{v_\ast} f_{ir}(v) d^3v'.$$  

In this integral, only the electron–electron collisions are retained as the electron–ion collisions lead to a significantly weaker energy exchange between the particles. The integral in Eq. 40 will therefore give

$$\int_0^{v_\ast} \tilde{C}(f_{ir}) d^3v = \frac{(4\pi)^2 e^4 \Lambda}{m_e^2} \left[ D_{s} \frac{\partial f_{ir}}{\partial v} \right],$$  

where we denoted

$$D_{s} = \int_0^{v_\ast} \frac{v^2}{3v} f_{ir}(v') d^3v' \equiv \frac{n(r)}{v_\ast} v_\ast^2 \approx n(r) v_{th},$$  

and took into account that $f_{ir} \equiv 0$ for $v \geq v_\ast$. Evaluating the derivative of the distribution function as $\partial f_{ir} / \partial v \approx - f_{ir} / v_0$, we finally estimate

$$\int_0^{v_\ast} \tilde{C}(f_{ir}) d^3v \approx - \frac{(4\pi)^2 n(r) e^4 \Lambda}{m_e^2} f_{ir}.$$  

Comparing this result with the near-zone source integral, Eq. 38, we recover, up to a numerical factor, the estimate for the trapped distribution function $f_{ir}$ given in Eq. 10. Similarly, comparing Eq. 46 with the source integral in the far zone, Eq. 39, we obtain the estimate for the trapped function that coincides with the result of Eq. 27.

The similarity of the results obtained by the two different derivations is not surprising. Indeed, for Coulomb collisions, the coefficient of pitch-angle electron diffusion used to derive Eqs. 26 and 36 is equal to the coefficient of electron–electron energy diffusion used to derive Eq. 46. Since in a steady state, the inflow of the pitch-angle scattered electrons into the trapped domain is
equal to their loss from this domain through the potential boundary, the resulting levels of the streaming and trapped populations are proportional to each other.

**Conclusions**

We have proposed a theory that relates, in a steady state, the electron distribution function of the hot thermal source with the distribution function in the nearly collisionless expansion region outside of the source. The theory has several important predictions that, we argue, are relevant for the electron–temperature distribution in the inner heliosphere.

First, it predicts that the temperature of the electrons in the collisional thermal source (the solar corona in our application) should be smaller than the temperature of the ions. Even in the absence of preferential ion heating mechanisms often invoked in theories of coronal heating (e.g., refs. 43 and 47), the theory predicts that the electrons should be about 3.5 times colder than the ions, a result quite close to the observations (e.g., ref. 5). This result is a natural consequence of the fact that in a steady state, the electrons streaming out of the source must carry the same energy flux as the ions (33, 35). We thus explain the observed electron and ion temperature difference in the solar corona not by preferential heating of the ions, but rather by preferential cooling of the electrons.

Second, our theory naturally predicts the formation of a highly collimated electron strahl and a nearly isotropic electron core. The core in our model is the population of the trapped electrons, which bounce in a well formed by the electric potential at larger distances and the magnetic mirror at smaller distances, and, therefore, have a chance to isotropize by collisions. The core consists of the electrons that have been stripped from the strahl by weak collisions. The typical energy (temperature) of the core is predicted in our theory to decline as a power law with the heliospheric distance, \( T_e(r) \propto r^{-2/5} \). This behavior is rather close to the observational electron–temperature profile of the fast solar wind in the inner heliosphere, and it is broadly consistent with the shallower-than-adiabatic temperature profile of the slow wind. Our explanation of the electron temperature is related to the solar wind heating by the electron flux; we argue that the energy carried by the streaming electrons is sufficient to explain the observational nonadiabatic temperature profile. Our explanation is complementary to the modes invoking electron heating by instabilities and turbulence (e.g., refs. 13–20).

Finally, in our model, the magnetic-field configuration is assumed to be stationary, since the thermal velocity of the electrons is higher than the speed of the solar wind. The population of the trapped electrons is also stationary in our model; that is, it does not propagate away from the source. In the solar wind, however, the electron core population is not stationary but rather moving away from the Sun with the speed comparable to that of the solar wind. Since our theory neglects the solar wind speed compared to the thermal speed of the electrons, the bulk electron motion is, therefore, a higher-order effect with respect to the small parameter \( v_{sw}/v_{th,e} \ll 1 \), and it does not change our results.

It is, however, interesting to discuss what causes the electron–core drift. A possible explanation, in our view, is reflected in the fact that the ion–electron distribution, where the electron and ion bulk velocities are significantly shifted with respect to each other, is unstable. As was recently shown in ref. 27 (see also earlier studies in ref. 39), when this shift is on the order of the Alfven velocity, it generates Alfvén waves with \( k \sim 1/d_i \), where \( d_i \) is the proton inertial length. We speculate that the interaction of the electrons with the resulting turbulent fluctuations drags the electrons together with the ions, to minimize the velocity mismatch between the two species and to reduce the instability.

More quantitatively, consider a trapped electron bouncing between a potential wall (at some large distance, \( r_2 \)) and a magnetic mirror (at some small distance, \( r_1 \)). Let us assume for simplicity that due to an interaction with a wave the electron parallel velocity \( v_i \) increases slightly, while the perpendicular velocity remains the same. Since the electron energy increases, the electron will be turned back by the potential at a slightly larger radial distance; in particular, the turning point will shift by \( \Delta r_2/r_2 \approx (5/2)\Delta E/T_e(r) \) away from the Sun. The mirror reflection point, on the contrary, will shift toward the Sun by \( \Delta r_1/r_1 \approx (1/2)\Delta E/E^* \). Since \( r_2 \gg r_1 \) and \( E \gg T_e(r_2) \), we see that the mirror-reflection point shift is negligible, \( \Delta r_1 \ll \Delta r_2 \), and the net shift of the electron trajectory is away from the Sun. Therefore, due to energization by resonant collisions with waves, the trapped electrons will drift away from the Sun. This mechanism explains the drift of the electron core together with the ions, and it also explains why the established mismatch between the two bulk velocities is comparable to the Alfven speed.
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