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ABSTRACT Balinski and Young described a "quota method" for congressional apportionment and recommended it as "the only method satisfying three essential axioms" [Balinski, M. L. & Young, H. P. (1974) Proc. Natl. Acad. Sci. USA 71, 4002-4006]. This paper points out and repairs a slight defect in one of those axioms, producing a quota method slightly different from that described previously. It also presents an alternative to the "consistency" axiom of the paper and describes the "dual quota" method, uniquely satisfying the alternative axioms (which have exactly as much justification as the originals).

1. The apportionment problem

The apportionment problem is to allocate the $h$ seats of a legislature (or "house") among $s$ states in proportion to their respective populations, $p_1, \ldots, p_s$ subject to overriding minima, $r_1, \ldots, r_s$ and maxima, $b_1, \ldots, b_s$. If each state could receive a nonintegral number of seats, an easy calculation (formalized in section 3 below) would specify the correct apportionment; the resulting numbers are called the exact quotas of the respective states. But each state must receive an integral number of seats, and therefore some suitable integers must be used to approximate the exact quotas. We may think of an apportionment method as an effective interpretation of the words "suitable" and "to approximate." Thanks to the clear distinction made by Balinski and Young (1, 2) between "solutions" and "methods," the present paper can largely disregard the rare but vexatious "ties," such as occur when two states have exactly equal populations.

2. The work of Balinski and Young

Balinski and Young (1) described an apportionment method, the "quota method," that satisfied three axioms intended to summarize the essential desiderata. The first axiom, "house monotonicity," excludes the Alabama paradox (see section 5 below). The second axiom, "the quota condition," limits the discrepancy between the exact quota and any acceptable apportionment. The third axiom, "consistency," excludes capricious or discriminatory methods. They (1, 2) presented a precise and a very general definition of a "consistent" method as well as general background and further references. In fact, they stated (1) and proved (2) that the quota method is the unique method to satisfy all three axioms, even if minima (but not maxima) are imposed on the portions of the various states. Although the maxima specified in the Constitution will not influence the results of any known apportionment method for the present 435-seat Congress, they influenced Washington's decision to veto the first apportionment bill. I allow for both maxima and minima, to reveal the full duality described in section 4 below.

Note that this paper uses the word "consistent" as defined in refs. 1 and 2, and not as in refs. 3 and 4. The difference between those definitions explains an apparent inconsistency among the published theorems: "There exists no Huntington method [5] satisfying quota . . . ." and "There exists a unique consistent, house-monotone method [the quota method] satisfying quota," both on p. 4604 of ref. 1 and "An apportionment method $M$ is [house-]monotone and consistent if and only if it is a Huntington method," p. 612 of ref. 4.

3. Notation and definitions

Bold-face letters denote $s$-tuples of real numbers indexed by $i$, where $i$ is restricted to be one of $1, 2, \ldots, s$, and all summations are over all $i$. An apportionment problem is a set $(p, r, b, h)$ as above, with $p_i, r_i, b_i$, and $h$ integral, $p_i > 0, 0 \leq r_i \leq b_i$, and $\Sigma r_i = h \leq h^* = \Sigma b_i$. An apportionment for the problem $(p, r, b, h)$ is an $s$-tuple $a = (a_1, \ldots, a_s)$ of integers called portions, with $r_i \leq a_i \leq b_i$ for each $i$, and $\Sigma a_i = h$.

An apportionment solution is a function $f$, which to any such problem assigns an apportionment $a = f(p, r, b, h)$. [Note that the "pure" problem, without minima or maxima, is the special case $r = (0, \ldots, 0)$ and $b = (h, h, \ldots, h)$.] An apportionment method is a nonempty set of solutions. A method $M$ is called house-monotone if, for every problem and any $f$ in $M$, $f(p, r, b, h) \leq f(p, r, b, h + 1)$ unless $h \geq h^*$ so that the right side is undefined.

We notice that the exact quotas $q_i$ satisfy $q_i = \max[r_i, \min(b_i, \lambda p_i)]$, where $\lambda = \lambda(h)$ is chosen so that $\Sigma q_i = h$. Since $g(\lambda) = \Sigma \max[r_i, \min(b_i, \lambda p_i)]$ is a continuous nondecreasing function of $\lambda$, with $g(0) = h^*$ and $g(\lambda) = h^*$ for large enough $\lambda$, the exact quotas are unique. Lower quotas and upper quotas are defined respectively by $\ell_i = \lfloor q_i \rfloor$ (the greatest integer not exceeding $q_i$) and $u_i = \lceil q_i \rceil$ (the least integer not less than $q_i$). An apportionment method $M$ is said to satisfy lower quota if always $f(p, r, b, h) \geq \ell(p, r, b, h)$; to satisfy upper quota if always $f(p, r, b, h) \leq u(p, r, b, h)$; and to satisfy quota if both conditions hold. Cogent arguments for requiring that a method satisfy quota, originally given by Daniel Webster, are quoted in ref. 2. Because the above definition of upper quota differs from that of ref. 1 in case $r \neq 0$, a slightly modified "quota method" will result (see examples below).

4. Duality and the dual quota method

Once maxima as well as minima are considered in apportionment problems, a duality can be defined in which: maxima correspond with minima; Huntington's method (5) of smallest divisors corresponds with his method of greatest divisors; an upward induction (using house sizes increasing from $h_0$ to $h^*$) corresponds with a downward induction; "greater than" corresponds with "less than"; lower quota corresponds with upper quota (as the latter is defined in this paper); and the method of major fractions corresponds with itself. Thus, for example, any proof that the method of smallest divisors satisfies upper quota
can be translated (by a purely mechanical process) into a proof that the method of greatest divisors satisfies lower quota.

Under this duality, the quota method of refs. 1 and 2—defining "upper quota" as above—will correspond to another algorithm, to be called the dual quota method, which will have exactly as much basis for acceptability as the quota method itself. Similarly, the proof that the quota method is the unique method satisfying the three axioms of Balinski and Young translates into a proof that the dual quota method is the unique method satisfying three equally reasonable axioms.

Table 1 shows that the quota and dual quota solutions may differ—in as many as 24 of the 50 states in the 1984B example from ref. 1. This situation arises because the "consistency" condition of ref. 1 is not self-dual—the dual quota method satisfies a consistency condition dual to that satisfied by the quota method. Other monotone methods have been found that satisfy quota; it happens that quota and dual quota are the easiest to define and to compute (see section 8 below).

5. The Alabama paradox
The importance of house-monotonicity can be seen by considering the "Vinton" or "Hamilton" method—viz.: "Give each state its lower quota, and one more seat to each of the $h - \Sigma \ell_i$ states with greatest remainders $q_i - \ell_i". The pure problem with $p = (1,3,3)$ then gives the apportionments $(1,1,1)$ with house size 3, and $(0,2,2)$ with house size 4; the first state loses a seat when...
the house increases from 3 to 4. Much colorful discussion has made clear that the Congress finds this "Alabama paradox" (named in honor of its first victim) unacceptable.

6. Consistency

We express in our notation some salient portions of the definition of consistency, from p. 4604 of ref. 1.

Any house-monotone solution $f$ may be characterized by identifying, for any $p$, $r$, and $b$, the sequence of states that gain seats as the house increases from $h_a$ to $h_a + 1, \ldots, h^*$. The eligible set at $h$ is the set $E(h) = \{i | f_i(h + 1) > q_i(h)\}$ of states that could receive the $h^{th}$ seat without violating upper quota; $f_i(h - 1)$ is the previous portion of state $i$.

A house-monotone method $M$ is called consistent if the choice of state to receive the $h^{th}$ seat is governed entirely by priority among the eligible states, where relative priority between any two states is determined only by their populations and (immediately) previous portions. Without completing the details, it is clear that this consistency condition explicitly protects the solution from violating upper quota but not from violating lower quota; it is thus rather natural that the only consistent method that satisfies quota is an analog of greatest divisors—which intrinsically satisfies lower quota. (Although "natural," that uniqueness theorem—proven in ref. 2—is far from trivial; it is relatively straightforward to modify that proof to allow maxima as well as minima, and to incorporate the definition of upper quota given above.)

7. The dual quota method

The concepts of dual-eligibility and dual-consistent can be derived from the above definitions; if we consider the sequence of states that lose seats as the house decreases from $h^*$ to $h^* - 1, \ldots, h_m$, we define the dual-eligible set at $h$ as the set $E'(h) = \{i | f_i(h + 1) < q_i(h)\}$ of states that could lose the $(h + 1)^{th}$ seat without violating lower quota. We then define a solution $f$ as dual-consistent if the choice of the losing state is governed by priority within the dual-eligible set, where relative priority of two states is determined by their populations and previous (i.e., at the next-higher house-size) portions. It is natural that in this case an analog of the method of smallest divisors (which intrinsically satisfies upper quota) has the desired properties. The modified proof mentioned above may be translated mechanically into a proof of the following theorem.

**Theorem.** There exists a unique dual-consistent house-monotone method satisfying quota. That method, called the dual-quota method, is the set of all solutions $\psi$ obtained recursively as follows: (i) $\psi_i(p, r, b, h^*) = b_i$ for all $i$; (ii) Given $\psi_i(p, r, b, h)$ and $E'(h - 1) = \{i | a_i > q_i(h - 1)\}$, let $k$ be a state in $E'(h - 1)$ such that $p_k/(a_k - 1) \leq p_i/(a_i - 1)$ for all $i$ in $E'(h - 1)$. Then $\psi_i(h - 1) = a_k - 1, \psi_i(h - 1) = a_i$ for $i \neq k$.

8. Other house-monotone methods satisfying quota

Instead of replacing the "consistency" condition of ref. 1 by its dual, we might modify the definition of "eligible set" (and thus of "consistency") by defining a state to be eligible at $h$ if that state could receive the next $(h^{th})$ seat without causing the resulting apportionment to violate either upper or lower quota. Clearly, the quota method is still consistent under this definition; examples have shown that the dual quota method is not, although it would satisfy the dual of the new condition. It is uncertain whether the quota method would remain the unique method under this new definition; at any rate, the uniqueness-proof given in ref. 2 certainly is invalidated.

As mentioned in section 4, other methods have been discovered that are monotone and satisfy quota; many of those are analogs of previously known methods (equal proportions, major fractions, or Hamilton/Vinton), just as quota and dual quota are analogs of greatest divisors and smallest divisors, respectively. (Two papers discussing those methods will be published elsewhere by Jonathan W. Still and by J.P.M.)

9. Selection of the method for apportionment of Congress

Many of the desiderata for an apportionment method seem so natural that one would not think to impose them as requirements—until examples are found that violate them. (That occurred with the quota requirement in 1832 and with monotonicity in 1881.) Other formal conditions may be found, as well as the informal conditions of "simplicity," "computational ease," and "impartiality between large and small states." It seems appropriate to define exact quotas for the constrained case and then to impose the quota condition; it also seems desirable that the number of persons represented by a congressman be nearly constant from one state to another. Among monotone methods, the first condition would militate in favor of one of the quota methods, whereas the second would favor the method of equal proportions (5). The Congress may wish to focus attention on the question, Should the relative deviations from exact quota, which will necessarily be large for the smaller states, justify similar relative deviations from exact quota for the larger states, where they will generally not be necessary? In the 1984A hypothetical census figures of ref. 1, fractional parts of exact quotas for most of the small states exceed 0.5; thus, in the equal proportions solution, which emphasizes relative discrepancies, many small states gain a fraction—at the expense of the largest states, six of which obtain less than their lower quotas. (The 1984A example from ref. 1 shows the opposite phenomenon—many small states lose a fraction and some large states exceed their upper quotas.) Huntington's analysis (and the Congress's acceptance of that analysis) constitutes a strong case for the equal proportions solution, but Huntington might well have given more weight to satisfying quota if he had known that it was compatible with the Congressional insistence on house-monotonicity. Webster's arguments (quoted in ref. 2) imply that a nonquota apportionment is unconstitutional; that viewpoint was apparently not explored mathematically until refs. 1 and 2 were published.

If a method satisfying quota is to be selected, should it be the quota method or the dual quota method, or some other (see section 8)? Quota inherits from greatest divisors the tendency to favor large states, whereas dual quota inherits from smallest divisors the tendency to favor small states; all the other quota methods are in that respect "between" these two. This author's preference would be for the quota analog of major fractions, which happens to be self-dual; good cases can also be made for the quota analog of the Hamilton-Vinton method and for the quota analog of equal proportions. Any one of these three would be an attractive compromise between quota and dual quota, much as equal proportions was an attractive compromise between greatest divisors and smallest divisors.