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ity (section 2.4). These parameters were
also evaluated for the known residue in-
terfaces. Thus, for each parameter the
distribution of values for all the patches on
one protein, including the observed inter-
face patch, can be plotted [for example
HIV protease (PDB code Shvp) (38); Fig.
7]. A ranking of the true interface patch
relative to the other possible patches (e.g.,
top 10%, 10-20%, etc.) was then calcu-
lated. With this approach, it becomes pos-
sible to plot the rankings of all the ob-
served patches for each protein as a his-
togram (Fig. 8) to assess which parameters
best differentiate the interface region.
The aim is to identify likely recognition
sites from a structure for which structural
data on the complex is not available.

It can be seen that no single parameter
absolutely differentiates the interfaces
from all other surface patches. For exam-
ple, with the planarity parameter, 50% of
the interfaces were in the most planar bin
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FiG. 7. Distribution of parameters for all

patches in HIV protease (38) (PDB code Shvp).
Distributions are shown for rms deviation of
atoms from the least-squares plane through the
atoms (a), interface residue propensities (b),
protrusion index (c), hydrophobicity [based on
the scale of Janin et al. (9)] (d), and ASA (e). On
each graph, all the surface patches are repre-
sented by the shaded bars and the observed
interface patch is represented by the black bar.
Relative rankings were calculated from these
data. For example, with the ASA data (e), the
known interface patch (indicated in black)
ranks in the top 10% of the distribution.

(i.e., among the top 10% of patches that
were most planar), but others were very
nonplanar (see section 2.1). The most
striking correlation is for the accessible
surface area (Fig. 8¢). This observation in
part reflects the fact that the side chains
from one monomer extend from the sur-
face to interact with the other half of the
dimer. In isolation, therefore, they be-
come highly accessible, and we would not
expect to see such a strong signal for the
structure of an isolated molecule prior to
complexation, as the side chains probably
change their conformation and “stretch
out” to form the complex. As expected
from the accessibility data, the interfaces
tend to protrude from the surface (Fig.
8c), although the signal is weaker, perhaps
as a consequence of the requirements for
planarity. Of course some recognition re-
gions are more concave (e.g., the anti-
body-combining site), but for the ho-
modimers the general trend is to favor

protrusion. Similarly the residue propen-
sities (Fig. 8b) show some discriminating
power, suggesting that the index does
carry relevant information, although the
trend is not as marked as for some of other
of the parameters. The weakest correla-
tion can be seen for the “hydrophobicity”
measure (Fig. 84) derived from the Janin
et al. (9) parameters, although even here
there is some suggestion that the interface
patch tends toward the hydrophobic.

None of the distributions are definitive
in that their interface region is never
always at one extreme, but they all show
trends for the known interface to be dis-
tinguished from other surface patches.
This type of comparative analysis, includ-
ing many different parameters rather than
a single value, can potentially be used to
predict the location of likely interface sites
on protein surfaces. ’

For a protein that is known to be in-
volved in protein—protein interactions and
whose structure has been determined but
for which there is no structure for the
complex available, it is straightforward to
analyze the surface patches and calculate
their properties as shown in Fig. 8. For
each patch we can calculate a combined
probability that it will be involved in form-
ing an interface to another protein mole-
cule. These probabilities can be rank-
ordered to identify putative interfaces. Us-
ing this method for the homodimers, we can
identify >70% of the interface regions cor-
rectly. Such an approach is useful for iden-
tifying candidate interface residues, which
can be mutated experimentally and tested
for the effect on complex formation.

4. Discussion

This review has highlighted the need to
take into account the type of protein—
protein complexes (as shown in Table 1)
when characterizing the interfaces within
them. Complexes can be permanent or
nonobligatory. The requirement for the
molecules to exist as independent entities
imposes additional constraints on these
structures, and their interfaces are less
hydrophobic than those that only exist in
a multimeric form. In addition, it was
found that the permanent complexes had
protein—protein interfaces that were more
closely packed but less planar and with
fewer intersubunit hydrogen bonds than
the nonobligatory complexes.

The results presented here are derived
from a relatively small data set of protein
complexes. This analysis has been difficult
because of the lack of information on the in
vivo complex status in the current PDB
entries, so that extracting all dimers, for
example, is a very labor-intensive process. It
is also important to recognize related com-
plexes, so that a data set is not biased.
Clearly this work needs to be extended. As
the data base grows rapidly, we would like to
include higher order complexes and such



Downloaded by guest on December 2, 2021

20 Review: Jones and Thornton

rms of least-squares plane

607 Planar Nonplanar
— a
g
&
3
k|
=
-1
0
10 20 30 40 50 60 70 80 90 100
Rank ordering bins
Protrusion index
60
Low protrusion High protrusion
504 c
8
& 407
]
i
3 30
=]
S 204
N
10+
O-
10 20 30 40 50 60 70 80 90 100
Rank ordering bins
ASA
60-
Low ASA High ASA
50 €
8
é 40
Q
g
E
L=
b
=]
R

0-
10 20 30 40 50 60 70 80 90 100
Rank ordering bins

factors as interdigitation, conformational
change on complex formation, and correla-
tion with binding constants. The latter are
often difficult to determine experimentally
and are almost never deposited with the
coordinates, yet they are essential if we are
to understand the kinetics and thermody-
namics of complex formation.

What is clear is that over the next few
years, there will be a cascade of coordinate
data for protein—protein interactions. We
will almost certainly see more nonobliga-
tory complexes, with weaker interactions,
as these are often of great biological rel-
evance. In nature many of the most im-
portant biological functions involve huge
multicomponent complexes (e.g., the ri-
bosome), and we are only just taking our
first steps to understand the principles of
molecular recognition in simple systems.
However, the implications of a better un-
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FiG. 8. Patch analysis distributions: rank or-
dering of observed interface patches relative to
other patches on the surface of the protein. For
each protein, the interface patch is ranked, rel-
ative to all other surface patches, as being in the
top 10%, 10-20% etc. (see Fig. 7). The 32
observations (one for each homodimer) are com-
bined for each parameter separately. The distri-
butions shown are rms deviation of atoms from
the least-squares plane through the atoms (0-
10% are the most planar interfaces) (a), interface
residue propensities (b), protrusion index (c),
hydrophobicity [based on the scale of Janin et al.
(9)] (d), and ASA (e). A mean ASA for residues
in each patch was calculated and used in the rank
ordering.

derstanding for the design of new thera-
peutics and environmental products are
apparent to all. The next few years prom-
ise much excitement as we discover more
about how proteins interact together to
perform their biological function.
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