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FIG. 5. Corey-Pauling-Koltun models of planar and nonplanar interfaces in protein com-
plexes. (Upper) Two subunits are shown: one subunit is colored blue and one red. The interface
atoms in each subunit are colored differently; the atoms in green are the interface atoms in the
blue subunit and those in yellow are the interface atoms in the red subunit. (Lower) Only the
interface atoms of the two structures are shown. (Upper) Mannose binding protein (PDB code
lmsb) (27): a planar interface. (a) Dimer viewed looking along the subunit interface. (b) Dimer
interface only shown. (Lower) Isocitrate dehydrogenase (PDB code 3icd) (26): a nonplanar
interface. (a) Dimer viewed looking down the subunit interface showing the two subunits twisted
together at the top. (b) Dimer interface only shown, viewed along the interface.

The secondary structure of the interface approximately equal proportion of helical,
regions has also been analyzed. Over the strand, and coil residues involved. Some
whole data set, it was found that there is an interfaces contain only one type of structure
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FIG. 6. Residue interface propensities were calculated for each amino acid (AAj) based on the
fraction of ASA that AAj contributed to the interface compared with the fraction of ASA that
AAj contributed to the whole surface (exterior residues plus interface residues) (see section 2.2).

(helices, strands, or loops), but most are
mixed. The interfaces involving f3 sheets fall
into three categories, those that interact by
extending the sheet through classic main-
chain hydrogen bonding [e.g., human im-
munodeficiency virus (HIV) protease (38)],
those in which the sheets stack on top of one
another [e.g., subtilisin inhibitor homodimer
(39)], and mixed structures in which the 13
sheets are neither clearly stacked nor ex-
tended [e.g., copper, zinc, and superoxide
dismutase (40)].

2.6. Conformational Changes on Com-
plex Formation. It is not clear to what
extent proteins change their conformation
on forming a complex (36, 41, 42), and
currently there are few proteins that have
been structurally determined (by crystallog-
raphy or nuclear magnetic resonance) be-
fore and after complexation. However, it is
possible to distinguish various levels of con-
formational change: no change, side chain
movements alone, segment movement in-
volving the mainchain (e.g., hinged loop),
and domain movements (gross relative
movements of the domains). The mecha-
nism of domain movement is specifically
relevant to enzyme complexes, which often
undergo domain shifts when binding sub-
strates [e.g., adenylate kinase (43) and lacto-
ferrin (43)]. For antibody-protein recogni-
tion, there is a wide range of variation that
can occur on binding (41, 42, 45, 46). Overall
we can expect that both rigid and flexible
docking will occur in different circum-
stances, but there will always be an energetic
price to pay for reducing flexibility.

3. Patch Analysis of Protein Surfaces
in Homodimers

So far we have analyzed the interface re-
gions in isolation, but it is also instructive to
explore whether these regions are signifi-
cantly different from the rest of the protein
surface in any way. The problem to be
addressed is given a protein of known struc-
ture (but with no known structure for its
complex) is itpossible to identify the interface
region on its surface? Here we use the mono-
mer structures of the homodimers and com-
pare their surface residue patches.
A patch is defined as a central surface-

accessible residue with n nearest surface-
accessible neighbors, as defined by Co posi-
tions, where n is taken as the number of
residues observed in the known homodimer
interface. A number of constraints was used
to ensure that the residues selected in a
patch represented a contiguous patch on the
surface of the protein.

This procedure defines a number of
overlapping patches of accessible residues.
For example, in the HIV protease struc-
ture (PDB code Shvp) (38), there are 81
such patches. Each possible surface patch
was then analyzed for a series of param-
eters including, residue propensity (sec-
tion 2.3). ASA, protrusion index (44),
planarity (section 2.1), and hydrophobic-
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ity (section 2.4). These parameters were
also evaluated for the known residue in-
terfaces. Thus, for each parameter the
distribution ofvalues for all the patches on
one protein, including the observed inter-
face patch, can be plotted [for example
HIV protease (PDB code Shvp) (38); Fig.
7]. A ranking of the true interface patch
relative to the other possible patches (e.g.,
top 10%, 10-20%, etc.) was then calcu-
lated. With this approach, it becomes pos-
sible to plot the rankings of all the ob-
served patches for each protein as a his-
togram (Fig. 8) to assess which parameters
best differentiate the interface region.
The aim is to identify likely recognition
sites from a structure for which structural
data on the complex is not available.

It can be seen that no single parameter
absolutely differentiates the interfaces
from all other surface patches. For exam-

ple, with the planarity parameter, 50% of
the interfaces were in the most planar bin

FIG. 7. Distribution of parameters for all
patches in HIV protease (38) (PDB code 5hvp).
Distributions are shown for rms deviation of
atoms from the least-squares plane through the
atoms (a), interface residue propensities (b),
protrusion index (c), hydrophobicity [based on
the scale ofJanin et al. (9)] (d), and ASA (e). On
each graph, all the surface patches are repre-
sented by the shaded bars and the observed
interface patch is represented by the black bar.
Relative rankings were calculated from these
data. For example, with the ASA data (e), the
known interface patch (indicated in black)
ranks in the top 10% of the distribution.

(i.e., among the top 10% of patches that
were most planar), but others were very
nonplanar (see section 2.1). The most
striking correlation is for the accessible
surface area (Fig. 8e). This observation in
part reflects the fact that the side chains
from one monomer extend from the sur-
face to interact with the other half of the
dimer. In isolation, therefore, they be-
come highly accessible, and we would not
expect to see such a strong signal for the
structure of an isolated molecule prior to
complexation, as the side chains probably
change their conformation and "stretch
out" to form the complex. As expected
from the accessibility data, the interfaces
tend to protrude from the surface (Fig.
8c), although the signal is weaker, perhaps
as a consequence of the requirements for
planarity. Of course some recognition re-

gions are more concave (e.g., the anti-
body-combining site), but for the ho-
modimers the general trend is to favor

protrusion. Similarly the residue propen-
sities (Fig. 8b) show some discriminating
power, suggesting that the index does
carry relevant information, although the
trend is not as marked as for some of other
of the parameters. The weakest correla-
tion can be seen for the "hydrophobicity"
measure (Fig. 8d) derived from the Janin
et al. (9) parameters, although even here
there is some suggestion that the interface
patch tends toward the hydrophobic.
None of the distributions are definitive

in that their interface region is never
always at one extreme, but they all show
trends for the known interface to be dis-
tinguished from other surface patches.
This type of comparative analysis, includ-
ing many different parameters rather than
a single value, can potentially be used to
predict the location of likely interface sites
on protein surfaces.
For a protein that is known to be in-

volved in protein-protein interactions and
whose structure has been determined but
for which there is no structure for the
complex available, it is straightforward to
analyze the surface patches and calculate
their properties as shown in Fig. 8. For
each patch we can calculate a combined
probability that it will be involved in form-
ing an interface to another protein mole-
cule. These probabilities can be rank-
ordered to identify putative interfaces. Us-
ing this method for the homodimers, we can
identify >70% of the interface regions cor-
rectly. Such an approach is useful for iden-
tifying candidate interface residues, which
can be mutated experimentally and tested
for the effect on complex formation.

4. Discussion

This review has highlighted the need to
take into account the type of protein-
protein complexes (as shown in Table 1)
when characterizing the interfaces within
them. Complexes can be permanent or
nonobligatory. The requirement for the
molecules to exist as independent entities
imposes additional constraints on these
structures, and their interfaces are less
hydrophobic than those that only exist in
a multimeric form. In addition, it was
found that the permanent complexes had
protein-protein interfaces that were more
closely packed but less planar and with
fewer intersubunit hydrogen bonds than
the nonobligatory complexes.
The results presented here are derived

from a relatively small data set of protein
complexes. This analysis has been difficult
because of the lack of information on the in
vivo complex status in the current PDB
entries, so that extracting all dimers, for
example, is a very labor-intensive process. It
is also important to recognize related com-
plexes, so that a data set is not biased.
Clearly this work needs to be extended. As
the data base grows rapidly, we would like to
include higher order complexes and such
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FIG. 8. Patch analysis distributions: rank or-
dering of observed interface patches relative to

High ASA other patches on the surface of the protein. For
e each protein, the interface patch is ranked, rel-

ative to all other surface patches, as being in the
top 10%, 10-20% etc. (see Fig. 7). The 32
observations (one for each homodimer) are com-
bined for each parameter separately. The distri-
butions shown are rms deviation of atoms from
the least-squares plane through the atoms (0-
10% are the most planar interfaces) (a), interface
residue propensities (b), protrusion index (c),
hydrophobicity [based on the scale of Janin et al.
(9)] (d), and ASA (e). A mean ASA for residues

90' 100 in each patch was calculated and used in the rank
ordering.
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