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ABSTRACT A new mathematical model is proposed for the spreading of a liquid film on a solid surface. The model is based on the standard lubrication approximation for gently sloping films (with the no-slip condition for the fluid at the solid surface) in the major part of the film where it is not too thin. In the remaining and relatively small regions near the contact lines it is assumed that the so-called autonomy principle holds—i.e., given the material components, the external conditions, and the velocity of the contact lines along the surface, the behavior of the fluid is identical for all films. The resulting mathematical model is formulated as a free boundary problem for the classical fourth-order equation for the film thickness. A class of self-similar solutions to this free boundary problem is considered.

Section 1. Introduction

The problem of the spreading of a liquid film along a solid surface is nowadays widely known and attracts the attention of physicists, fluid mechanicians, and applied mathematicians (see refs. 1–13, where further references can be found). After the pioneering work of Bernis and Friedman (14) it has attracted a continuously growing amount of mathematical research (see refs. 15–24, where further references can be found; R. Kersner and A. Shishkov, F. Otto, and J. Hulshof and personal communications). A sketch of the phenomenon is shown in Fig. 1 (for simplification we assume symmetry of the film and a one-dimensional film flow).

The basic equation for the film thickness $h(x, t)$, due to Greenspan (1), is

$$\partial_t h + \kappa \partial_x (h^2 \partial_x^3 h) = 0, \tag{1.1}$$

where $t$ is the time, $x$ is the spatial coordinate, $\kappa = 2\gamma/\mu$ is a constant, $\gamma$ is the surface tension, and $\mu$ is the viscosity of the liquid. Eq. 1.1 is derived on the basis of two assumptions: The first assumption is the applicability of the lubrication approximation (see ref. 25) to film flow. However, this assumption is valid for gently sloping films only, for which $\partial_x h$ is small and the vertical component of the velocity is negligible.

The second assumption is that the hydrodynamic pressure $p$ is created entirely by the surface tension $\gamma$ and the Laplace formula is valid, according to which $p = -2\gamma k$, wherein the lubrication approximation curvature is equal to $k = \partial_x^2 h$. The boundaries $x = \pm x_0(t)$ are the free boundaries of the boundary value problem for 1.1—i.e., they are not prescribed beforehand, and should be determined in the course of solution.

Since the partial differential equation 1.1 is of fourth order, at each of the two boundaries $x = \pm x_0(t)$ three conditions are expected to be needed to determine uniquely the evolution of the fluid film: apart from the two seemingly natural conditions ($h = 0$ and vanishing flux), an empirical condition is usually proposed which relates the velocities $\pm h_0(t)$ of the free boundaries to the film slope $\partial_x h$, and which in the case of complete wetting is believed to reduce to the condition of zero slope.

The main difficulty of the lubrication theory of thin films is the following: If we assume that the lubrication approximation is valid up to the contact lines $x = \pm x_0(t)$—i.e., if we assume that Eq. 1.1 holds at all points $(x, t)$ satisfying $|x| \leq x_0(t)$—then it follows, for example from a straightforward asymptotic expansion near the contact line, that the film should be nonexpanding. In other words, the function $x_0(t)$ is nonincreasing and an infinite energy is needed for expansion of the spatial support of the film.

The usual approach to overcome this problem is the introduction of an “effective slip” of the fluid film at the solid surface (see ref. 12 for further references to the literature) which leads to an equation of the type 1.1 with the factor $h^3$ replaced by $h^3 + \beta h^2$, where $\beta$ is an empirical small positive parameter often referred to as “effective slip parameter.” The dimension of $\beta$ is that of length, and to obtain the qualitative agreement with experiments it should be small in comparison to the typical thickness of the film.

In this paper we propose an entirely different approach, without introducing the concept of effective slip. Its essence is as follows. It is not reasonable to assume that the lubrication approximation is valid up to the contour lines of the film. Therefore we divide the region occupied by the film into two or possibly three regions: the basic region, where the basic assumptions leading to Eq. 1.1 are valid; the contour region near the contour lines of the film, where the film is not necessarily gently sloping and where the Laplace formula is not

valid due to nonequilibrium character of the distribution of the cohesive forces; and possibly a precursor region, which could exist ahead of the contour line [see de Gennes (10), where further references can be found].

Our two basic assumptions are the following:

(i) The autonomy principle: For given material components (gas, liquid, and solid), given external conditions such as temperature and pressure, and given the velocity of propagation $V = dx_0/dt$ of the contact line along the surface, the structure of the contour region is autonomous—i.e., the slope of the film and the distribution of the forces inside the contour region are identical for all films, independent of their size, time of extension, etc. Here we shall use only “minimal” assumptions in the derivation of Eq. 1.1.

(ii) The smallness condition: The longitudinal size of the contour region is small in comparison to the size of the basic region.

These mathematical assumptions correspond to the physical concept of strong short-range cohesive forces [see the excellent review by Dzyaloshinski et al. (26)] localized in a small region near the contact lines. In Section 2 we shall show that they lead to the following free boundary problem for $h(x, t)$: The basic equation 1.1 holds in the basic region, while at an interface $x = x_0(t)$ which separates the basic and contour regions, the three free boundary conditions hold:

$$h = h_0 \left( \frac{dx_0}{dt} \right),$$

$$-2y_0 \frac{\partial h}{\partial x} = G \left( \frac{dx_0}{dt} \right),$$

$$\frac{\partial h}{\partial x} = 0,$$

where $h_0(V)$, $G(V)$, and $C(V)$ are given functions of the velocity of propagation $V$ determined by the nature of the materials and by the external conditions. We emphasize that here we shall use only “minimal” assumptions in the derivation of 1.2 in the sense that only further investigations and comparisons with the experiments can shed light on the nature of the functions $h_0(V)$, $G(V)$, and $C(V)$. We consider the present paper to be basically an introduction of a new concept to advancing fronts: $V = dx_0/dt > 0$. To develop a more complete model one should incorporate such phenomena as film rupture and the disappearance of dry spots (in the one-dimensional formulation this corresponds to advancing fronts which meet each other).

In this paper we derive the free boundary conditions 1.2, analyze some special cases of them, and demonstrate that a natural mathematical approach to reduce the problem to the limiting case $h_0 = 0$, and, to deal with the singularities at the contour lines, used for instance in the mathematical theory of cracks (27, 28), does not work here. This is shown by using a complete description of the local traveling wave solutions to Eq. 1.1.

Section 2. The Physical Model of the Triple Contact Region

At the contour line there is contact of three phases: fluid, solid, and ambient gas. To derive the boundary conditions at the contour lines we propose to use the micromechanical approach based upon the explicit introduction of the cohesive forces and upon the principle of the “autonomy of the triple contact region” around the contour lines.

We note, first of all, that the basic hypotheses used in the derivation of Eq. 1.1, that of the lubrication approximation—i.e., of gently sloping flows—and that of fluid pressure created by the surface tension only, are not valid everywhere in the film. Near the contour lines the slope could be large, the height of the film is small, and the distribution of the cohesive forces does not allow the use of the simple Laplace formula. Therefore let us divide the film—i.e., the region occupied by the fluid (Fig. 1)—into three parts: (i) the basic region, where the basic assumptions leading to Eq. 1.1 are valid; (ii) the contour region near the contour lines, where the flow is not necessarily gently sloping, the lubrication approximation is invalid, and the distribution of the cohesive forces does not allow use of the simple Laplace formula; and (iii) the precursor region, which, according to de Gennes (ref. 10, where the previous sources are also referenced), does exist under certain circumstances ahead of the contact line (Fig. 2).

The relationship for the flux in the contour region becomes:

$$q = \bar{F}(x, t),$$

where $\bar{F}$ is a certain function matching the ordinary expression $\kappa h^3 \partial_0^3 h$ at the boundary between the contour region and the basic region.

Now we introduce the basic assumptions (cf. refs. 27 and 28): (i) The Autonomy Principle. For given materials: fluid, gas, and solid surface, given external conditions: temperature and pressure, and a given velocity $V$ of propagation of the contact line along the surface, the structure of the contour region is autonomous—i.e., the slope of the film and the distribution of forces inside the contour region is identical for all films, independent of their size, time of extension, etc. All these circumstances can influence the extension rate of the boundary, but when it is fixed, the structure is identical for all films.

(ii) The Smallness Condition. The longitudinal size $d$ of the contour region is small in comparison with the size of the basic region.

According to the equation of mass balance and 2.1, the equation governing the film height $h$ takes the form

$$\partial_t h + \partial_x \bar{F} = 0$$

valid in both the basic and the contour regions. The usual asymptotic technique (29, 30) leads to a solution of traveling-wave type

$$h = H(\xi), \bar{F} = F(\xi), \xi = x - x_0(t)$$

which is being established in the vicinity of the contour lines in times of the order of $d/V$—i.e., instantaneously in the time scale of the film extension, $x_0/V, V = dx_0/dt$. Putting 2.3 into Eq. 2.2, we obtain

$$-V \frac{dH}{d\xi} + \frac{d}{d\xi} F(\xi) = 0.$$  

After an integration of 2.4 we obtain

$$-VH + F(\xi) = C(V).$$

![Fig. 2. The “autonomous” region near the contour line. 1, Basic region where Eq. 1.1 is valid; 2, autonomous contour region; and 3, precursor.](image-url)
Here \( C(V) \) is an integration constant; generally speaking it can depend on the velocity of the contact line propagation \( \frac{dx_0}{dt} = V \). Moreover, due to the autonomy of the contour region, \( C(V) \) is a universal function, identical for given external conditions for all films and for a given triplet: fluid–gas–solid surface.

According to the definition of the autonomous contour region the relations should hold at its internal boundary \( x = x_0(t), \xi = 0: \)

\[
F(0) = \kappa H^3(0) \left( \frac{dH}{d\xi} \right)_{\xi=0}, \quad H(0) = h_0(V), \quad [2.6]
\]

where \( h_0(V) \) is again a function of the spreading velocity. According to our assumptions this function is identical for all films under given external conditions and a given triplet. Due to 2.5 and 2.6 the following relation is obtained.

\[
k \left( \frac{d^3H}{d\xi^3} \right)_{\xi=0} = C(V) + VH_0(V) = D(V). \quad [2.7]
\]

Again, \( D(V) \) is a universal function for all films under given external conditions and a given triplet.

Let us turn now to the momentum balance of the contour region. The force acting from the side of the basic region on the contour region is equal to the extra fluid pressure at \( \xi = 0, p(0) \), times the height \( h_0(V) \) of the film at \( \xi = 0 \). It is equal to the tangential force, acting on the contour region from the solid surface (and, perhaps, also from the film precursor). Due to the autonomy, this tangential force is also a universal function of the velocity \( V: G(V) \). However, at the boundary between the basic region and the contour region the pressure is continuous, the lubrication approximation and the Laplace formula are valid, and therefore

\[
p(0) = -2\gamma(\ddot{\alpha}_x h)_{\xi=0}. \quad [2.8]
\]

Thus the condition of equilibrium assumes the form

\[
-2\gamma(h\ddot{\alpha}_x h)_{h=x_0(t)} = G(V). \quad [2.9]
\]

Summarizing, we obtain the conditions at the contour line \( \xi = 0, x = x_0(t) \) in the form 2.12. Unfortunately (see the next section), the natural procedure of the passage to the limit \( h_0 \to 0 \) does not work directly. There are several different, more special, proposals concerning this model which can be discussed. Among them is keeping \( h_0(V) \) different from zero and neglecting the flux outside the contour region as well as the tangential force acting on the small contour region. In this case the boundary conditions at the moving boundary \( x_0(t) \) take the specially instructive form

\[
h(x_0(t), t) = h_0(\frac{dx_0}{dt}) \quad [2.13]
\]

\[
\dot{\alpha}_x^2 h(x_0(t), t) = 0 \quad [2.14]
\]

\[
\kappa[h_0^3(\ddot{\alpha}_x h)_{h=x_0(t)}] = \frac{dx_0}{dt}. \quad [2.15]
\]

### Section 3. Impossibility of Simplifying the Boundary Conditions

Since \( h_0(V) \) is small in comparison with the film thickness \( h(\xi, t) \) in the basic region where the lubrication approximation is valid, it seems natural to simplify the problem in the following way. Consider the limiting procedure \( h_0(V) \to 0 \) and try to find a singular solution to Eq. 1.1 with a coefficient at the singularity that depends on the velocity \( V \). In fact, such a limiting procedure is traditional in the theory of cracks (see refs. 27 and 28). In particular, this singular solution should have a nonzero flux at the contour line (zero flux, as was mentioned in Introduction, would lead to a nonexpanding film). However, this procedure does not lead to a successful result. To show this, let us consider the local situation near the left contact line \( x = -x_0(t) \). This situation is described by the fast establishing traveling wave solution

\[
h(x, t) = H(\xi), \quad \xi = x - x_0(t) = x + Vt, \quad V = \frac{dx_0}{dt}. \quad [3.1]
\]

Then Eq. 1.1 leads to the relation

\[
V \frac{dH}{d\xi} + \kappa \left( \frac{d^3H}{d\xi^3} \right) = 0. \quad [3.2]
\]

According to our assumptions, we set

\[
H(0) = 0, \kappa \left( \frac{d^3H}{d\xi^3} \right)_{\xi=0} = e(V) \neq 0. \quad [3.3]
\]

Integrating 3.2 and using conditions 3.3, we obtain the traveling wave problem

\[
VH + \kappa H^3 \frac{dH}{d\xi} = e, \quad H(\xi) \to 0 \quad [3.4]
\]

It can be proved (see below) that for \( e > 0 \) any solution to the problem 3.4 has the following asymptotic behavior at \( \xi \to 0 \)

\[
H(\xi) = C\xi^{3/4} + \text{higher-order terms}, \quad [3.5]
\]

where \( C \) is a fixed constant which does not depend on the velocity. If \( e < 0 \) the problem 3.4 does not possess positive solutions. The expansion 3.5 leads to an unphysical situation: the force acting on the contour region which, according to the previous section, is proportional to \( h_0(\ddot{\alpha}_x h) \) is infinite at the edge of the fluid. Indeed, according to 3.5 at \( \xi \to 0 \)

\[
h_0(\ddot{\alpha}_x h) = H \frac{dH}{d\xi} = K\xi^{-1/2} + \text{higher-order terms}. \quad [3.6]
\]

This result means that for our free boundary problem the mathematical limiting procedure \( h_0(V) \to 0 \) is expected to fail. The asymptotic expansion 3.5 follows at once from the following, more precise statement:

(i) For \( e > 0 \), if \( H(\xi) \) is a smooth and positive solution to the problem 3.4, there exist constants \( A \) and \( B \) such that as \( \xi \to 0^+ \):

\[
H = C_1 \left( \frac{\xi}{\kappa} \right)^{1/4} \xi^{3/4} + C_2 \frac{V}{\sqrt{\kappa e}} \xi^{3/2} + \xi^{13/6}[A \cos \alpha \ln \xi
\]

\[
+ B \sin \alpha \ln \xi] + o(\xi^{13/6}), \quad [3.7]
\]

where

\[
C_1 = \frac{2\sqrt{2}}{\sqrt[4]{15}}, \quad C_2 = \frac{8\sqrt{5}}{\sqrt[3]{9}}, \quad \text{and} \quad \alpha = \frac{\sqrt{11}}{8}. \quad [3.8]
\]

are absolute constants.

(ii) For any \( e > 0 \) and for any real numbers \( A, B \) there exists a region \( 0 \leq \xi < \xi_0 \) where the problem 3.4 has a uniquely determined smooth and positive solution \( H(\xi) \) satisfying the relation 3.7.

(iii) For \( e \leq 0 \), problem 3.4 does not possess any positive solution.

The proof of part iii is trivial and we omit it. For the remaining part of the proof we may assume without loss of generality that \( V = 1 \) and \( \kappa = e = 1 \); indeed, if \( H(\gamma) \) is a
solution to problem 3.4 with $V = 1$ and $\kappa = \varepsilon = 1$, then the function
\[ e^{\frac{\varepsilon}{V}} H\left(\frac{V^{2/3}}{\varepsilon^{1/3}}\right) \]
is a solution to problem 3.4 at any positive $\kappa$, $\varepsilon$, and $V$. So let $V = 1$ and $\kappa = \varepsilon = 1$. Integrating the equation once, we end up with the problem
\[ \begin{cases} H + H'H'' = 1 & \text{if } 0 < y < y_0 \\ H(y) \to 0 & \text{as } y \to 0^+ \end{cases} \]  

We claim that any solution $H(y)$ to problem 3.9 satisfies
\[ H'(y) \to +\infty \text{ as } y \to 0^+. \]  

Because $H'' > 0$ near $y = 0$ there exists
\[ \lim_{y \to 0^+} H''(y) \in [-\infty, +\infty), \]
and hence there exists
\[ \lim_{y \to 0^+} H'(y) \in [0, +\infty). \]

If the latter limit is finite, then $H''(y) \geq C y^{-3}$ near $y = 0$ for some positive constant $C$, and three integrations yield a contradiction with the boundedness of $H$ as $y \to 0^+$: hence $H'(y) \to +\infty$ as $y \to 0^+$ and we have proved the asymptotic relation 3.10.

According to 3.10 we may assume that $y_0$ is so small that $H'(y) > 0$ if $0 < y < y_0$, which allows us to use $H$ as an independent variable: setting
\[ z = H(y) \text{ and } u(z) = (H'(y))^3 \]
and using the relations $dz/du = H' = u^{1/3}, H'' = \frac{1}{3} u^{-1/3} u', \text{ and } H''' = \frac{1}{3} u^{-1/3} - \frac{1}{9} (u')^2 u$, we obtain the new problem
\[ \begin{cases} z + \frac{1}{3} z^3 u'' - z^3 (u')^2 \frac{1}{9u} = 1 & \text{if } 0 < z < z_0 \\ u(z) \to +\infty & \text{as } z \to 0^+ \end{cases} \]  

where $z_0 = H(y_0)$. Now we prove the following statements

(i) Let $z_0$ in 3.11 be positive and let $u(z)$ be a smooth and positive solution of problem 3.11. Then there exist $A, B \in \mathbb{R}$ such that as $z \to +\infty$,

\[ u(z) = \frac{9}{5z} - 9 + z^{1/6}(A \cos(\mu \log z) + B \sin(\mu \log z)) + o(z^{1/6}), \]  

where

\[ \mu = \sqrt[6]{\frac{11}{6}}. \]

(ii) For any $A, B \in \mathbb{R}$ there exists $z_0 > 0$ such that the problem 3.11 has a unique smooth and positive solution $u(z)$ satisfying 3.12.

First we observe that $u = 9/5z$ is a solution to the equation
\[ \frac{1}{3} z^3 u'' - z^3 (u')^2 \frac{1}{9u} = 1. \]
We introduce new variables

\[ s = -\log z \text{ and } v(s) = \frac{5}{9} e^{-s} u(e^{-s}) \]
and obtain the equation for $v$

\[ 3v'' + 7v' + 5v + 5e^{-s} - 5 = \frac{(v')^2}{v} \text{ if } s > s_0 = -\log z_0. \]  

Any positive solution of 3.13 satisfies the limiting relations

\[ v(s) \to 1 \text{ and } v'(s) \to 0 \text{ as } s \to +\infty. \]  

Indeed, accepting 3.14 for the moment, we observe that the general solution to the equation

\[ 3v'' + 7v' + 5v + 5e^{-s} - 5 = 0 \]
is given by

\[ v(s) = 1 - 5e^{-s} + e^{-7/6s} (A \cos(\mu s) + B \sin(\mu s)), \]  

where $\mu = \sqrt[6]{11}/6$, and it follows from 3.15 and standard linearization techniques that the solutions of 3.13 and 3.14 form a two-parameter family described by

\[ v(s) = 1 - 5e^{-s} + e^{-7/6s} (A \cos(\mu s) + B \sin(\mu s)) + o(e^{-7/6s}) \text{ as } s \to +\infty. \]

Transforming this expression back in terms of $u$ and $z$ and redefining $A$ and $B$, we finish the proof of our statement 3.12.

It remains now to prove 3.14. The function

\[ w(s) = (v(s))^{2/3} \]
satisfies the equation

\[ 9w'' + 21w' + 10 \left( w - \frac{1 - e^{-s}}{\sqrt{w}} \right) = 0 \]
if $s > s_0$. Multiplying the equation by $w'$ and setting

\[ F(p) = 10 \int_0^p \left( t - \frac{1}{\sqrt{t}} \right) dt = 5p^2 - 20 \sqrt{p}, \]
we obtain

\[ \left( \frac{9}{2} (w')^2 + F(w) + 20e^{-s} \sqrt{w} \right)' = -21(w')^2 - 20e^{-s} \sqrt{w} \leq -21(w')^2, \]
and since $F(p)$ is a strictly convex function which attains its minimum at $p = 1$, 3.14 follows at once.

The relation 3.12 implies that, as $y \to 0^+$,

\[ H'(y) = \left( \frac{9}{5H} \right)^{1/3} \left( 1 - 5H + \frac{9}{5} \right) H^{7/6} (A \cos(\mu \log H) + B \sin(\mu \log H) + o(H^{7/6}))^{1/3}, \]
or equivalently,

\[ H^{1/3} \left( 1 + \frac{5}{3}H - \frac{5}{27} H^{7/6} (A \cos(\mu \log H) + B \sin(\mu \log H)) + o(H^{7/6}) \right) H' = \left( \frac{9}{5} \right)^{1/3}. \]  

Because

\[ \int (t^{3/2}(A \cos(\mu \log t) + B \sin(\mu \log t)) dt = t^{3/2}(A \cos(\mu \log t) + B \sin(\mu \log t)) \]
for certain constants $A$ and $B$, integrating 3.16, redefining $A$
and \(B\), and setting \(C_1 = (64/15)^{1/4}\), we obtain that, as \(y \to 0^+\),
\[
H_{\frac{4}{3}} \left( 1 + \frac{20}{21} H + \frac{7}{9} (A \cos(\mu \log H)) + B \sin(\mu \log H)) + o(H^{\frac{5}{6}}) \right) = C_1^{\frac{1}{3}} y.
\]
Hence as \(y \to 0^+\),
\[
H = C_1^{\frac{1}{3}} \left( 1 - \frac{5}{7} H - \frac{3}{4} (A \cos(\mu \log H)) + B \sin(\mu \log H)) + o(H^{\frac{5}{6}}) \right)^{-\frac{3}{4}}
\]
\[
= C_1^{\frac{1}{3}} \left( 1 - \frac{5}{7} H - \frac{3}{4} (A \cos(\mu \log H)) + B \sin(\mu \log H)) + o(H^{\frac{5}{6}}) \right),
\]
or, redefining \(A\) and \(B\) again, we obtain
\[
H(y) = C_1^{\frac{1}{3}} - \frac{5}{7} C_1^{\frac{1}{3}} + y^{13/6} \left( A \cos \left( \frac{3}{4} \mu \log y \right) + B \sin \left( \frac{3}{4} \mu \log y \right) \right) + o(y^{13/6}).
\]
This completes the proof of the basic relation 3.7.

**Section 4. A Class of the Self-Similar Solutions**

The equation 1.1 possesses a set of self-similar solutions under some special assumptions concerning the functions \(h_0(dx_0/dt)\), \(G(dx_0/dt)\), and \(C(dx_0/dt)\) which enter the boundary conditions 1.2 at the contact lines \(x = \pm x_0(t)\). Depending on the values of parameters, these solutions belong to the first or the second kind.

Indeed, assume that the functions \(h_0(dx_0/dt)\), \(G(dx_0/dt)\), and \(C(dx_0/dt)\) are power monomials. In this case the boundary conditions 1.2 at \(x = x_0(t)\) (we consider a symmetric case) take the form
\[
h(x_0, t) = K \left( \frac{dx_0}{dt} \right)^k,
\]
\[
\gamma h(x_0, t) \frac{\partial^2 h(x_0, t)}{\partial x_0^2} = M \left( \frac{dx_0}{dt} \right)^m,
\]
\[
r h(x_0, t) \frac{\partial^3 h(x_0, t)}{\partial x_0^3} - h(x_0, t) \frac{dx_0}{dt} = N \left( \frac{dx_0}{dt} \right)^n.
\]
Here \(K, M, N, k, m, n\) are constants; the remaining notations are the same as previously. Due to the symmetry of the film spreading, the solution can be considered in the interval \(0 < x < \infty\), and the boundary condition at \(x = 0\) should be added:
\[
\partial_x h(0, t) = 0 \quad \text{and} \quad \partial^3_x h(0, t) = 0.
\]
Under the assumed special conditions the self-similar solution takes the form
\[
h = \frac{A}{t^\pi} \left( \frac{x}{Bt^\beta} \right)^\gamma, \quad x_0 = Bt^\beta,
\]
In the case \( N = 0 \) an integral conservation law holds:
\[
\int_{x_0}^{x_1} h(x, t) dx = Q = \text{Const}, \tag{4.15}
\]
where the constant parameter \( Q \) is known from the initial conditions.

The relations 4.3 and 4.8 give
\[
\frac{A}{t^\alpha} \left[ \int_{x_0}^{x_1} f \left( \frac{x}{B t^\beta} \right) d \left( \frac{x}{B t^\beta} \right) \right] ^{1} f(\xi) d \xi = Q,
\]
from which the basic relations follow:
\[
\alpha = \beta \tag{4.16}
\]
\[
BK(\beta)^{1/2} \int_{-1}^{1} f(\xi) d \xi = Q. \tag{4.17}
\]

From 4.4 and 4.16 we obtain
\[
\alpha = \beta = \frac{1}{2}, \tag{4.18}
\]
so that according to 4.6, \( k = \frac{1}{2} \). Under condition 4.18 the first integral of equation 4.5 can be obtained. Using conditions 4.13 and 4.18, the following relationship appears
\[
f^\prime m = \frac{B^4}{7} \frac{\xi}{\kappa^3 Q^{1/2}}. \tag{4.19}
\]
Furthermore, from 4.17 we obtain
\[
2B^{7/8}K \left( \frac{1}{7} \right) ^{1/6} \int_{-1}^{1} f(\xi) d \xi = Q. \tag{4.20}
\]
This relation can be rewritten as
\[
B = \frac{Q^{6/7}}{26^{7/8} \left( \frac{1}{7} \right) ^{1/6} \int_{0}^{1} f(\xi) d \xi} ^{6/7}. \tag{4.21}
\]
It is interesting to note a singularity in 4.21 which appears at \( K = 0 \), i.e., at \( h_0 = 0 \) (cf. the previous section).

The construction of the self-similar solution reduces to the study of the nonlocal boundary value problem
\[
f^2 f^\prime m = \frac{\kappa^{-1} Q^3}{8K} \int_{0}^{1} f(\xi) d \xi, \quad (0 \leq \xi \leq 1) \tag{4.22}
\]
\[
f^\prime (0) = f^\prime(1) = 0, \quad f(1) = 1.
\]

In a forthcoming paper we shall prove the existence of a solution for any value of \( Q/\kappa^{1/3} K^{2} \). In addition, we study its qualitative properties for large values of \( Q/\kappa^{1/3} K^{2} \), which is expected to be the physically interesting case. If \( Q/\kappa^{1/3} K^{2} \gg 1 \), then \( f(0) \gg 1 \) and the shape of the corresponding self-similar solution \( h(x, t) \) at fixed \( t \) is a parabola in the major part of the film; this result indicates the existence of two different time scales: away from the contour region the equilibrium is reached on a relatively short time scale.

In the same way the solution for the axisymmetric case can be constructed, in this case \( \alpha = \frac{1}{2} \), \( \beta = \frac{1}{10} \). An attempt to construct this solution was performed by Starov (31) (see also ref. 32), but he did not use the proper boundary conditions.

In the case \( N \neq 0 \) the integral conservation law does not exist, the second relation between the constants \( \alpha \) and \( \beta \) should be obtained by solving a nonlinear eigenvalue problem, and the constant \( B \) remains undetermined. This is a typical situation for self-similar solutions of the second kind.

**Section 5. Conclusion**

The basic system 1.2 and the simplified system of free boundary conditions 2.13–2.15 obtained in this paper are essentially different from the systems discussed previously in the literature. First of all, the contact angle as a function of velocity should not be prescribed. According to 2.14 the contact line consists of the inflection points of the film surface, and condition 2.15 gives the nonzero flux at the contact line without introducing new functions other than \( h_0(x) \). In principle the system of boundary conditions 1.2 is of the same type as 2.13–2.15 but requires more information concerning the prescribed functions of the velocity. An instructive special case of the system 2.13–2.15 leads to a self-similar solution of the first kind, which is also considered in this paper.
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