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In this contribution, we develop a theoretical framework for linking microprocesses (i.e., population dynamics and evolution through natural selection) with macrophenomena (such as interconnectedness and modularity within an ecological system). This is achieved by developing a measure of interconnectedness for population distributions defined on a trait space (generalizing the notion of modularity on graphs), in combination with an evolution equation for the population distribution. With this contribution, we provide a platform for understanding under what environmental, ecological, and evolutionary conditions ecosystems evolve toward being more or less modular. A major contribution of this work is that we are able to decompose the overall driver of changes at the macro level (such as interconnectedness) into three components: (i) ecologically driven change, (ii) evolutionarily driven change, and (iii) environmentally driven change.

---

Sources of Change in Macroevolutionary Processes and Patterns

Our overall purpose is to provide a theoretical framework for linking measures of microevolutionary processes and patterns to macroevolutionary processes. For this purpose, we will use a set of measures of interconnectedness as macroscopic descriptors. Specifically, we will aim to achieve an understanding of how interconnectedness refined by our inquiry is to look for compartmentalization (i.e., modularity) in ecosystems. In food webs, for example, compartments (which are subgroups of taxa with many strong interactions in each subgroup and few weak interactions among them) have been empirically identified and revealed to increase stability (12–15). Asking questions regarding how interconnectedness changes over time corresponds to querying how the structure of the ecological interactions changes over time, on both short and long time scales.

A main contribution of this study is the partitioning of the driving forces behind the evolutionary change of interconnectedness into three components: (i) ecologically driven change, (ii) evolutionarily driven change, and (iii) environmentally driven change. This partitioning is inspired by the foundational contribution of Fisher (16), who showed that the variance of a trait can be partitioned into variance due to the environment and variance due to genetic components, including additive genetic effects, dominance effects, and epistasis.

We first provide the basic dynamic model, a mathematical definition of interconnectedness and modularity, followed by a partitioning into three components of drivers. These results are then discussed specifically with respect to our formulations, as well as with respect to the more general related literature.

Significance

This work contains two major theoretical contributions: Firstly, we define a general set of measures, referred to as interconnectedness, which generalizes and combines classical notions of diversity and modularity. Secondly, we analyze the temporal evolution of interconnectedness based on a microscale model of macroevolutionary dynamics. This we do by providing a platform for understanding how and why macroecological phenomena change over long time scales. Such a platform allows us to show how the drivers of the dynamics of macroecological descriptors, such as interconnectedness, can be partitioned into three components: (i) ecologically driven change, (ii) evolutionarily driven change, and (iii) environmentally driven change.
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depends on, and changes in response to, ecological processes and evolution within populations (i.e., microevolution). Within this context, we carefully assess the concept of interconnectedness, and provide an operational definition of this term. Thereafter, we introduce a general coevolutionary model and discuss the microevolutionary and ecological drivers of system-level changes in interconnectedness. In framing our results in terms of continuous distributions, we are basically assuming that the population is infinite, and neglecting genetic drift due to demographic stochasticity.

**Ecological Interaction and Evolution.** To prescribe a reasonably general model for ecological interaction and evolution, we introduce the concept of a high-dimensional space \( \Omega \), where the dimensions correspond not just to observable traits but, in a broad sense, to all traits of relevance (17). Specifically, we consider \( k \) independent traits (or trait families), which define the characteristics of the population of interest. We consider that all observables are continuous parameters (e.g., length, height, strength), although the case of discrete observables (number of legs, spots, fins, etc.) can be accommodated. As such, any combination of phenotypes can be represented by a position vector \( x \in \Omega \), where \( \Omega \subseteq \mathbb{R}^k \). Given this representation, a community [consisting of population(s) of a single or multiple species] can be represented as a density function over \( \Omega \); i.e., any community is equivalent to a positive function \( n(x,t) \), where \( t \) is a time variable. We allow the density function \( n \) to take continuous values, indicating that the expected population sizes are considered, and note that \( n \) integrated over \( \Omega \) corresponds to the total population size. When necessary, individual species can be identified as peaks in the distribution \( n \), while the phenotypic variation within a species will correspond to the spread of \( n \) around the peak corresponding to that species (18) (see Supporting Information for an example of this). We note that, while this approach, in principle, requires a high-dimensional space \( \Omega \), empirical evidence suggests that, in practice, many ecosystems align themselves on relatively low-dimensional submanifolds (19).

We limit the discussion to a community that can be considered to have negligible physical extent; thus our position vector only relates to trait space. Taking this into consideration, the term “total population density” refers to the summed density of all individuals in the community. In this case, a fairly general model for ecological interaction and evolution can be stated as

\[
\frac{\partial}{\partial t} n(x,t) = \nabla \cdot [v(n(x,t)) \nabla n(x,t)] + \Omega \cdot g(n(x,t)) + A(n) \tag{[1]}
\]

Eq. 1 thus relates the rate of change of the total population density to ecological interactions as represented by the growth/decay rate \( A \) (which is dependent on the current system state), and to intergenerational phenotypic (diffusive) change via a second-order differential operator, where \( g \) has the interpretation of phenotypic dispersion per time. As such, Eq. 1 is a generalization of reaction–diffusion type equations, and includes common models in ecology and evolution as subsets (see, e.g., refs. 20–22; for a more detailed discussion, see refs. 17 and 23).

In Eq. 1, the function \( g(n(x,t)) \) as well as the evolvability \( g(x,t) \) are, in general, functions of both phenotype position and time \((x,t)\). Similarly, the functional \( A \) will also, in general, be dependent on space and time, and takes all current values of \( n \) as argument. Eq. 1 must be complemented with boundary conditions; we will herein only consider the case where the parameter space \( \Omega \) either is periodic or is large enough that the solution \( n(x,t) \) can be considered to have compact support [in which case, both \( n(x,t) \) and its derivatives are zero for all \( x \) on the boundary of \( \Omega \)]. We have chosen to consider a normal diffusive operator in Eq. 1. The results that follow can be further generalized to diffusive differential operators of fractional order, equivalent to distributions with so-called fat tails. Our use of a diffusion operator differs from the standard diffusion in population genetics, namely, the diffusion of types due to finite populations, whose strength decays to zero as types hit the boundary of frequency space.

The time dependence of the parameter functions reflects changes in environmental conditions. As an example, we can consider a case where environmental conditions are given by a set of parameter functions, which we denote by \( E(t) \). Here the interpretation is that environmental conditions include everything external to the population in consideration, be they abiotic or biotic factors. We can then make the dependence of \( A \) explicitly dependent on the external conditions, that is to say, \( A(n) = A(n,E(t)) \).

The formalism stated in Eq. 1 allows for any prescribed environmental conditions. A special case is where the external conditions themselves satisfy a separate evolution equation (see, e.g., work by refs. 24 and 25), such as, for example,

\[
\frac{\partial}{\partial t} E(t) = \mathcal{F}(E,n) \tag{[2]}
\]

Thus, we have a coupled system, where the population influences the external conditions through \( \mathcal{F} \), while the external conditions evolve in time, and provide the parameters for the population dynamics of \( n(x,t) \); cf. also ref. 26.

We understand \( n \) in a probabilistic sense, such that it represents a continuous density function (rather than a precise discrete accounting of individuals). Thus, the second term of Eq. 1 represents, in a probabilistic sense, the spread in phenotype space associated with intergenerational phenotypic variability due to mutations during inheritance. The parameter \( g \) thus has the interpretation of trait variability per generation, expressed in continuous time. Evolution arises as the ecological interactions encoded in \( A \) provide favorable circumstances for certain parts of the variability introduced through the diffusive term.

The incremental impact function \( a(x,x';n) \) of any individual with traits \( x' \) on an individual with traits \( x \) (given a population \( n \)) is represented by the derivative of \( A \), which we denote by

\[
\alpha = DA \tag{[3]}
\]

The gradient \( DA \) (technically the Fréchet derivative) is the suitable generalization of the gradient operator to functionals. For example, negative values of both \( a(x,x';n) \) and \( a(x',x;n) \) correspond to competition between individuals (or species) with traits \( x \) and \( x' \), while positive values represent mutualism. When the signs of \( a(x,x';n) \) and \( a(x',x;n) \) are opposite, exploiter–victim dynamics are involved.

The special case where \( A \) is linear leads to \( a(x,x') \), independent of the current state \( n \), and was studied in ref. 17. In this linear case, the functional can be expressed in terms of the integral operator,

\[
A(n) = r(x) + \int_{\Omega} a(x,x')n(x')dx'. \tag{[4]}
\]

By considering here a more general model, we thus allow for interspecies interactions \( \alpha \), which depend on the species composition itself.

Our approach may be linked with the tradition of investigating complexity and stability in ecosystems (7, 8, 25), a topic traditionally restricted to the ecological time scale. We go further because of the inclusion of the genetic operator. Our model allows us to explore the species and interactions that may coexist, as well as the ecological circumstances that underpin this coexistence. This can be modified to look at compartmentalization (modularity) in ecosystems. In food webs, for example, compartments (subgroups of taxa with many strong interactions in each subgroup and few weak interactions among them) have been empirically identified and revealed to increase stability (12–14). Our model is furthermore connected to the adaptive dynamics approach, in that Eq. 1 can be seen as the continuum limit of the stochastic processes from which the so-called canonical equation of adaptive dynamics is derived (22). In the special case of well-defined and distinct species with small mutation rates (when traits can be approximated as normally distributed), Eq. 1 is an equivalent formulation of the canonical equation.

**Measures of Interconnectedness and Modularity.** Interconnectedness and the closely related concept of modularity are examples of widely used concepts that address structural properties of communities and ecosystems (27–29).

Our intention is to consider a family of related interconnectedness measures, which not only reflect the number and abundance of species within a system but also the variability within each...
species. It is therefore not sufficient to consider measures based solely on counting species (30); we also need to incorporate measures of both interspecies and intraspecies variability. Our concept of interconnectedness is a functional one, in that we aim for a metric that not only evaluates the individuals present in a population but also honors their interactions in the ecological system. To discuss interconnectedness in a macroevolutionary setting, it is imperative to have definitions that not only capture the current state of the system but also are sensible in the face of speciation and extinction. It follows that a measure in this context must honor both interspecies and intraspecies variability.

With this motivation, we start by considering the total population size, defined as a time-dependent quantity,

$$N(t) = \int n(x,t)dx.$$  \[5\]

To define a measure of interconnectedness (and later modularity), we need two concepts. First, we consider the distance between two individuals with phenotypes \(x\) and \(x'\) in the space of observables, which we define as \(d(x,x')\). As a distance measure, we require that it satisfies the natural conditions that it is symmetric and positive \(d(x,x')=d(x',x)>0\) for \(x \neq x'\) and that \(d(x,x)=0\) if and only if \(x=x'\); however, we will, at present, not specify it further. Secondly, we consider the interactions within the species, and we define the interaction strength \(\phi(x,x';t,n)\) as a measure of the impact (or expected impact) of an individual with traits \(x'\) as observed by an individual with traits \(x\). The (parametric) dependence of \(\phi\) on \(t\) and \(n\) implies that the interaction strengths can depend both on external time-evolving factors and on the population structure itself. We will return to suggest a precise definition of \(\phi\) later.

A secondary consideration is that it is useful, from a modeling perspective, if measures of interconnectedness and modularity have information content not only as measurements of the state of the system but also as variables internal to the system. To this end, we introduce the concept of “observed interconnectedness” \(H_i[n]\). Here, and in the remainder of this section, we will suppress the dependence on \(t\), with the understanding that since \(n\) is time-dependent, all definitions depending on \(n\) are also, in general, time-dependent. More precisely, we define by \(H_i[n]\) the connections within the system as seen from an individual with phenotype position \(x\). To propose a candidate for \(H_i[n]\), we take an axiomatic approach, and suggest that the following properties are desirable for a measure of interconnectedness: (i) The observed interconnectedness \(H_i[n]\) must be positive, i.e., \(H_i[n] \geq 0\) for all admissible \(n\). (ii) We define \(H_i[n]\) to be zero for homogeneous populations where all members have identical traits, i.e., \(H_i[n] = 0\) when \(n'(x) = \delta(x-x);\) a Dirac delta distribution centered at \(x\). (iii) From an operational perspective, an individual cannot observe any interconnectedness associated with species it does not have any interaction with; thus, for two populations \(n_1\) and \(n_2\), the observed interconnectedness \(H_i[n_1+n_2] = H_i[n_1]\) if the observer at \(x\) has no interaction with members of population \(n_2\). (iv) The observed interconnectedness cannot decrease with the addition of new individuals to the population, i.e., \(H_i[n_1+n_2] \geq H_i[n_1]\).

To discuss the difference in structure between differences in traits and strength of interactions, we will use the additional property that (v) for a population composed of a single species, interconnectedness should not decrease when the variance of traits increases; that is, if we define a normal distribution with variance \(v\) as \(\delta_v(x)\), then \(H_i[\delta_v] \) should be a continuous and monotone function of the variance of traits. Omitting this property, and thus neglecting the differences in traits, we can recover standard measures of diversity as special instances of interconnectedness. This is detailed in Supporting Information.

The following functional form is perhaps the simplest that satisfies all of the above relationships, while retaining a reasonable generality:

$$H_i[n] = \frac{1}{N} \int_\Omega n(x') h(x,x') dx',$$  \[6\]

where the observed interconnectedness kernel is given by the product of interaction and distance, \(h(x,x') = d(x,x')\phi(x,x')\).

Observed interconnectedness as defined in Eq. 6 can be interpreted in several ways, including as the observed population (from \(x\)) relative to the total population. Secondly, if we consider \(\phi=1\), we see that the observed interconnectedness measures the total distance (in trait space) of the population from \(x\). Thirdly, we take \(d(x,x') = 1\) for all \(x \neq x\); we obtain the alternative interpretation of \(H_i[n]\) as the total influence of the ecosystem on an observer at \(x\). As such, we understand that \(H_i[n]\), in principle, represents a family of interconnectedness measures of the population. This third interpretation also motivates the dual concept of the “imposed interconnectedness,” in other words, to what extent an individual at \(x\) interacts with the existing population \(n\). The definition of the imposed interconnectedness is obtained by reversing the arguments in the kernel \(h(x,x) = h(x,x')\) as

$$H_i^e[n] = \frac{1}{N} \int_\Omega n(x') h(x,x') dx'.$$  \[7\]

Taking again the special case of \(d(x,x') = 1\) for all \(x \neq x\), the functional \(H_i^e[n]\) can be interpreted to measure the total impact of an individual at \(x\) on the population \(n(x)\).

We note that both the observed and imposed interconnectedness take on distinct values for each point in \(\Omega\), much in analogy to the coordination number or connectedness measures on graphs. From this analogy, we expect that the distributions of \(H_i[n]\) and \(H_i^e[n]\) will carry significant information about the system. Of particular importance are the total and weighted mean values of system interconnectedness. We define the total observed and imposed interconnectedness as

$$H_i[n] = \int_\Omega H_i[n] dx'\text{ and } H_i^e[n] = \int_\Omega H_i^e[n] dx'.$$  \[8\]

For the (weighted) mean interconnectedness, we note that the mean observed interconnectedness must (by symmetry) equal the mean imposed interconnectedness, both defined as

$$H[n] = \frac{1}{N} \int_\Omega n(x) H_i[n] dx = \frac{1}{N} \int_\Omega n(x) H_i^e[n] dx.$$  \[9\]

From Eqs. 7 and 9, we obtain, directly, the global interconnectedness measure,

$$H[n] = \frac{1}{N^2} \int_\Omega \int_\Omega n(x)n(x') h(x,x') dx' dx.$$  \[10\]

We will refer to \(h(x,x')\) as the interconnectedness kernel, which is symmetric and defined by

$$h(x,x') = \frac{1}{2} \left( h(x,x') + h(x',x) \right) = \frac{1}{2} d(x,x') \phi(x,x') + \phi(x',x)).$$  \[11\]

From Eqs. 10 and 11, we see that the interconnectedness measure \(H\) reflects both the phenotypic distance between members of the population and the mutual interaction of individuals. If the population is a monotype, or if no individuals have any interaction, the interconnectedness will be zero.

While a much richer notion, the mean interconnectedness can nevertheless be related to measures of diversity such as the Shannon entropy or the Simpson measure by particular (degenerate) choices of \(d(x,x')\) and \(\phi(x,x')\). We review these relationships in Supporting Information.

To increase the intuition for the interconnectedness measure, we illustrate the interconnectedness associated with some simple (yet typical) situations in Fig. 1; in Box 1, we further provide some gedanken examples illustrating our measure of interconnectedness.
The calculations used to obtain the illustrative values of interconnectedness are based on a discrete number of individuals (as opposed to the general formulation allowing for distribution of traits), as summarized in Supporting Information, in particular Eq. S3. This allows us to provide an interpretation of the interconnectedness kernel $h(x, x')$ as the generalization of the adjacency matrix (or connectivity map) of a weighted directed network (or graph) to allow for continuous points, a so-called graphon (that is to say, the limiting case of a graph that is dense enough to be approximated as a continuous function). The observed and imposed interconnectedness functions thus generalize the row and column sums of the adjacency matrix, and the total interconnectedness is the sum of the entries.

Referring to Fig. 1, we note that, in general, the highest value of interconnectedness would be obtained by a population that is proportional to the eigenfunction of $h(x, x')$ with the largest eigenvalue. However, in most instances, eigenfunctions will take negative, positive, and possibly complex values, and thus the eigenfunctions of $h(x, x')$ provide only guidance to the general structure of the most interconnected population. From Eq. 11, we note that $d(x, x')$ will tend to have eigenfunctions that favor populations with maximally dispersed traits, while $(\phi(x, x') + \phi(x', x))$ will tend to have eigenfunctions that pick up the dominant interactions in the population. The total measure thus represents a compromise between trait variation and strong interactions.

Although we do not include classical genetics, we are considering hereditary phenotypes. However, if we had included genetics explicitly, we would have another component of interconnectedness. Two genotypes with the same phenotype can (i) have different evolutionary potential or (ii) become distinct phenotypes when the biotic or the abiotic environment changes.

Interconnectedness as defined above is closely related to modularity (2) by using the interpretation introduced above of the interconnectedness kernel as the connectivity map of a graphon. More precisely, we consider the population $n(x)$ as a partition with respect to the space of all possible populations. Then the generalization of Newman’s modularity $Q$ from graphs to continuous populations is given by

$$Q\{n\} = \frac{1}{N^2} \int_{\Omega} n(x)n(x') q(x, x') dx' dx,$$  \[12\]

where $q(x, x')$ is the deviation of $h(x, x')$ from its marginals,

$$q(x, x') = h(x, x') - \frac{h_n(x)h_n(x')}{\int h(x, x') dx dx'},$$  \[13\]

and $h_n$ is the marginal of $h(x, x')$.

From the definitions of $Q\{n\}$ and $H\{n\}$, we obtain the relationship

$$Q\{n\} = H\{n\} - \frac{(H_n\{n\} + H_{10}\{n\})^2}{4H\{1\}}.$$  \[15\]

This relationship allows us to consider interconnectedness and modularity as interchangeable concepts.

Modularity has proven to be useful in investigating the substructure of populations. Thus, for any division of the population into two subpopulations, identified by a partition function $s(x)$ taking values 1 and $-1$, the modularity of the division is given by $Q(s(x)n(x))$. Modular subpopulations can thus be identified by optimizing $Q(s(x)n(x))$ over all possible partitions (31).

We obtain an explicit link between the interconnectedness measure $H\{n\}$ defined in Eq. 10 and the ecoevolutionary system stated in Eqs. 1–3 by assuming that the interaction strength $\phi$ is dependent on the impact function $\alpha$. To be concrete, we will take the interaction strength to be equal to the magnitude of the incremental impact function, such that

$$\phi(x, x'; n) = |\alpha(x, x'; n)|.$$  \[16\]

The interconnectedness of an ecological population can then be determined by Eqs. 3, 10, and 11.

**Drivers of Change in Interconnectedness.** A principal goal of our work is to determine the ecological and microevolutionary processes that drive changes in interconnectedness, and thereby also modularity. Taking Eq. 10 as a starting point, we can use the general ecoevolutionary model from Eq. 1 to evaluate the temporal change in interconnectedness as it responds to the ecological system. While we, in this section, deal with the mean interconnectedness $H\{n\}$ for the community, the same approach applies directly to the observed and imposed interconnectedness $H_s\{n\}$ and $H_{10}\{n\}$. This leads to an expression of the form (see Supporting Information for details):
In this sense, then, the interpretation of ref. 17 is inspired by Fisher’s original partitioning, here into moments, and applied to the concept of interconnectedness. We discuss these terms in detail below, but first note that $Ec$ represents the change in interconnectedness due to ecological interactions, and is defined as

$$
dH = Ec\{n\} + Ev\{n\} + En\{n\}. \tag{17}
$$

The three terms in Eq. 17 represent the main drivers for change in interconnectedness. For a system in equilibrium (i.e., stasis), Eq. 20 implies that $En$ will be zero, while we see from Eq. 17 that, while both $Ec$ and $Ev$ may be nonzero, they must be of equal magnitude with opposite signs. From this starting point, we can consider the causes of change in interconnectedness by considering the processes that influence the sign and magnitude of these three terms, and we discuss these in reverse order.

The environmental term $En$ represents the change in interconnectedness due to the local interconnectedness kernel $h$ itself changing. This happens both due to external processes (both biotic and abiotic), which alter the interactions within an ecosystem, and due to the strength of interactions themselves, depending on the population structure. To make precise statements, consider the linear case, expressed in Eq. 2, where $En$ solely represents external changes, since $h$ does not depend on $n$ in this case. Thus, changes in $En$ are understood through the correlation between the interconnectedness kernel and the system interactions defined in Eq. 16. Loosely speaking, we understand that environmental and population changes that lead to weaker interactions in the ecosystem (e.g., a relative abundance of resources, due to either external factors or a reduction in population) reduce the interconnectedness measure, while environmental conditions which lead to a strengthening of interactions lead to an increase in interconnectedness. This interpretation generalizes to weakly nonlinear systems. When, furthermore, the external conditions are constant and a linear model is considered (in the sense of Eq. 4, as was the case in ref. 17), $En$ is zero.

In contrast, both $Ev$ and $Ec$ directly reflect the population structure itself. In Supporting Information, we conclude that $Ev$ will be positive with reasonable assumptions on the model, which confirms the intuitive notion that increased variability in traits during the process of reproduction leads to a general increase in interconnectedness.

To gain an understanding of the ecological driver $Ec$, we will consider, for the moment, the setting of a linear ecological description as given in Eq. 4. Furthermore, we let $r(x)$ be a positive constant and $a(x,x') \leq 0$, so that the system is competitive. We provide the calculations for both this simplified case and the general case of nonlinear systems, including competitive, mutualistic, and parasitic interactions, in Supporting Information.

In Supporting Information, we also show that, for the linear system, strong contributions to interconnectedness occur when, for two trait combinations $x$ and $x'$, (i) there is an abundance of individuals in the sense that $n(x)$ and $n(x')$ are both large, and (ii) the interactions are strong in the sense of $a(x,x')$ being large. Furthermore, this trait combination will tend to decrease interconnectedness if, simultaneously, (iii) the interconnectedness kernel is relatively large, i.e., $h(x,x') > H$. By comparing conditions ii and iii, in light of the definition given in Eq. 11, we understand that these two conditions will hold together if the distance $d(x,x')$ is large. This can be summarized as follows: Strong competitive interactions between dissimilar species will, in general, tend to reduce interconnectedness, while strong competitive interactions between similar species will increase interconnectedness. This last statement can be seen directly in terms of traditional concepts, and, in particular, to the ghost of competition past (32). Within this conceptualization, ecosystems and communities will tend to avoid strongly competing species, and thus reduce interconnectedness.
To understand the changes in interconnectedness over time, longer of the Canadian boreal forest, for which interaction coefficients lap, provides a promising avenue (40); see also Box 1. A relevant example is the present-day vegetation environmentally driven movement of the fitness optima. To achieve this goal, in that we account for the coevolutionarily and assumptions of correlations between interaction and species over-

Identification of this goal, in that we account for the coevolutionarily and environmentally driven movement of the fitness optima. To achieve this goal, in that we account for the coevolutionarily and evolutionary dynamics, wherein the latter generally do not include the concepts of trait distance, and, as such, do not capture the nuances associated with the similarity of species identified above.

Discussion and Conclusion

Our model relates to the tradition of Simpson (33), with regard to phenotypic and adaptive landscapes that are dynamically changing (see, e.g., refs. 22 and 34–36). These kinds of landscapes have been proposed to somehow potentially bridge microevolution and macroevo-

lution (37). We submit that our model is a dynamical manifestation of this goal, in that we account for the coevolutionarily and environmentally driven movement of the fitness optima.

In this contribution, we have emphasized the fundamental structure of interconnectedness and the ecological, evolutionary, and abiotic drivers for changes in this metric. The interconnectedness concept naturally applies to biological systems, in particular when interaction strengths have been determined. A particularly relevant example is the present-day vegetation—hare—lynx system of the Canadian boreal forest, for which interaction coefficients have been determined explicitly from time series analysis (38, 39). To understand the changes in interconnectedness over time, longer records are needed, and analysis of palaeontological data, based on assumptions of correlations between interaction and species overlap, provides a promising avenue (40); see also Box 1.

Interconnectedness and modularity are fundamental features of ecological systems, and are fundamental determinants of their robustness in the face of endogenous and exogenous threats (41). Simon (42) emphasized the importance of modularity through his parable of two watchmakers, and explored the dynamics of modular systems by demonstrating how they play out on multiple time scales (35) [in evolutionary biology, modularity plays a fundamental role, and arises naturally from microscopic forces (1, 3, 36)]. In this paper, we have developed a mathematical framework to explore the emergence of modularity. Inspired by Fisher’s foundational paper on components of variance, we partition the rate of change in modularity into the parts due to endogenous factors, specifically ecological and evolutionary dynamics, and those due to exogenous environmental changes. Such a partitioning may help us separate ecological and evolutionary drivers of variation of macro-

cological descriptors, not the least to differentiate between biotic and abiotic drivers of evolutionary dynamics (43). More generally, although we have focused on interconnectedness, the approach may be used to explore influences on other macroscopic descriptors.

Acknowledgments

Jo Skie Hernansen, Joshua Plotkin, Sergey Kryazhimskiy, Kjetil Lynse Voje, and Han Wang are all thanked for commenting upon an earlier version of this manuscript. Sari Cunningham is thanked for splendid improving a copy-edition on the manuscript. Funding for this project was primarily covered by Centre for Ecological and Evolutionary Synthesis (core and Colloquium 4) and the Research Council of Norway (RCN) project, Red Queen coevolution in multispecies communities: Long-term evolutionary consequences of biotic and abiotic interactions (EVOQUE). In addition, S.-A.L. acknowledges support through Simons Foundation Grant 550959. Army Research Office Grant W911NF-14-1-0431. E.S. acknowledges support through the European Research Council (294332 – EVOEVO (Evolution of Evolvable Systems)), GINOP-2.3.2-15-2016-00057, and Nemzeti Kutatási, Fejlesztési és Innovációs Hivatal (National Research, Development and Innovation) 119347.